
Motivation for Coalition-Based Community Networking ∗

Manish Lad, Saleem Bhatti, Steve Hailes,
Peter Kirstein, Adam Greenhalgh

University College London
Gower Street, London. WC1E 6BT

{M.Lad, S.Bhatti, S.Hailes, P.Kirstein, A.Greenhalgh}@cs.ucl.ac.uk

Abstract

Advances in local-area networking have enabled individ-
uals to interconnect their computers or local networks, to
form neighbourhood meshes. However, such interconnec-
tion, or peering, is usually undertaken by the individuals
on an ad hoc basis. The mechanisms that are employed
currently; such as tunnelling, private addressing, and net-
work address translation; are inefficient and require a level
of expertise to configure and maintain. This excludes
many from participating and benefiting from such col-
laborations. We examine why formalising the individual
peering relationships using existing routing mechanisms
is not a realistic approach. We present a new architectural
element, the Coalition Peering Domain, to add structure
to these ad hoc peerings, while allowing individuals to
maintain local control, and we discuss the challenges that
must be faced.

1 Introduction

A new class of community-area networks [1, 2] are
emerging. They involve individuals connecting together
directly their home and personal-area networks, on an ad
hoc basis, forming a local neighbourhood mesh or com-
munity network. However, there are no defined protocols
to facilitate the formation of these community-area net-
works. The peering agreements between pairs of commu-
nity members are unique, requiring manually customised
static configurations.

We propose that some structure should be added to the ad
hoc peering agreements, in a way that encourages collab-
oration while maintaining local control in a dynamic man-
ner. This is achieved through the formation of a Coalition
Peering Domain wherein there is collaboration between
individuals for mutual benefit. The viewpoint presented
here is forward-looking and provides some initial analysis
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on possible future solutions for the emerging networking
relationships within the community-area context.

In Section 2 of this paper, we discuss the reasons why
existing mechanisms do not provide optimal solutions
when applied to this class of community-area networks.
In section 3 we discuss some existing work relevant to
community-area networking. We present the idea of
coalition-based community peering in Section 4, and dis-
cuss the challenges faced by such a scheme. Finally, we
conclude with a summary in Section 5.

2 Motivation

Community-area networks have begun to emerge as a re-
sult of a growing disparity between the data rates avail-
able in the wide-area and in the local-area. Although ad-
vances in Internet and wide-area connectivity technolo-
gies have had a great impact on connectivity both for the
home user and for the mobile user, their data rates still
fall well short of the ever increasing data rates possible in
the local-area. Advancing user applications and increas-
ing user expectations have aided to further accentuate this
disparity. Meanwhile the increasing availability and the
decreasing cost of network-capable consumer equipment
has fuelled an increase in device and network intercon-
nectivity. So, not only do such community-area network-
ing initiatives already exist, but they are likely to stay and
continue to grow. Such initiatives exhibit some key char-
acteristics that distinguish them from existing classes of
networks.

Collections of collaborating, autonomous systems:
The resulting community networks are essentially multi-
homed, with many ingress and egress connections to the
wide-area. Administrative responsibility is distributed
across the community. Thus, they do not represent a sin-
gle Administrative Domain (AD) that is under the control
of a single organisation or entity, but rather a collabora-
tive group of such entities.

Although existing mechanisms for addressing and routing
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are employed by individuals to administer their peering
agreements, such mechanisms do not provide an optimal
solution. These mechanisms are designed to operate in
network environments where administrative responsibil-
ity is not distributed. Formalising the relationships be-
tween community members is therefore also not feasible
using existing techniques alone.

The need to limit complexity: Proposing to employ ex-
isting BGP mechanisms [3] between community members
is an extremely complex and heavy-weight solution. It
requires first that each community member be allocated
an Autonomous System (AS) number. This poses great
problems for the existing Internet infrastructure, because,
even the emergence of a small number of such commu-
nities would lead to a big explosion in the lengths of au-
tonomous system paths and the numbers of routing table
entries. Such back-pressure onto the core network is made
even worse by the transient nature of community mem-
bers’ equipment: community members may switch on and
off arbitrarily their equipment. Magnified by the explo-
sion in the number of ASs and route entries, the resulting
flapping of routes would lead to severe stability problems
throughout the infrastructure.

Secondly, the configuration and maintenance of BGP re-
quires a level of knowledge and expertise that is very un-
likely to be available to most community members. Mis-
configuration is already a source of problems within the
existing Internet infrastructure [4], leading to unneces-
sary routing load and instability in the core routing ta-
bles. Poorly configured systems within community-area
contexts would serve only to add to load, and propagate
further any stability problems throughout the network.

Finally, employing existing BGP mechanisms requires
that the equipment used is capable of supporting the rel-
evant protocol and policy systems; this is particularly in-
feasible within resource-poor mobile or personal-area net-
work environments, and would effectively exclude them
from participating in such community network initiatives.

Multi-homed virtual edge entities: Traditional intra-
domain ad hoc routing mechanisms [5] have focused on
finding the single most efficient route on a source–to–
destination basis, where the destination may be either in-
side or outside the local domain or ad hoc network. This
models the domain or ad hoc network as a single AD that
is, either disconnected, or a direct extensions of a larger
infrastructure. This in turn requires them either to dis-
cover efficient routes to a very wide set of destinations, or
to route towards a specific designated domain or network
gateway (representing a single point of failure).

However, the multi-homed nature of the newly emerging
class of community networks allows them to be seen as
composite, virtual entities. They reside at the edge, but

remain connected to, the Internet.

The establishment of trust relationships: In the past,
ad hoc and opportunistic networking approaches have fo-
cused on the automated discovery, negotiation and routing
between neighbouring nodes that are all assumed to trust
each other. However, this cannot be applied to the com-
munity network environment because it is very unlikely
that members would be willing to trust all others uncon-
ditionally.

The newly emerging class community networks are or-
ganised instead at the human level. This may be through
either personal meetings or other forms of out-of-band in-
teraction. This implies a basic, local, level of trust before
any peering agreements between them can be reached,
so, a level of trust is implied. However, this type of co-
ordination is unsustainable in the long term and inhibits
the future evolution of such community networks. These
out-of-band interactions limit the efficiency with which
community networks can be formed and may expand, re-
quiring human-level intervention at every stage.

3 Existing Work

The CUWiN project [6] has developed and released open
source software to enable wireless community-area net-
working. The aim of the project is to allow “users to buy
bandwidth in bulk and benefit from the cost savings”. The
project offers an installation CD that simplifies and au-
tomates all technical set-up and configuration, including
“loading the networking operating system and software,
sending out beacons to nearby nodes, negotiating network
connectivity, and assimilating into the network”. How-
ever, this level of automation means that there is a lack of
emphasis being placed on the level of local control avail-
able to individual users. This is unlikely to be accept-
able to all individuals wishing to participate in the newly
emerging class of community-area network initiatives dis-
cussed here. The CUWiN approach relates closely to ex-
isting ad hoc networking approaches where connectivity
between nodes is open and fully-automated, through the
transmission of beacons; new nodes transmitting beacons
are incorporated automatically into the mesh network.
Thus the resulting mesh architecture appears to become a
single edge network that extends the larger Internet, pro-
viding similar single-path source–to–destination routing
mechanisms for traffic. Additionally, the CUWiN soft-
ware appears to require higher-powered machines rather
than potentially low-powered mobile devices. This lim-
its the range of possible deployment scenarios, excluding
any involving lower powered and mobile devices.

The ‘MAR commuter mobile access router’ [7] provides
an architecture for aggregating multiple heterogeneous
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types of wide-area connectivity. However, it focuses on
a multi-homed hotspot model of access with the place-
ment of a ‘MAR’ device in moving vehicles. The device
provides a range of local connectivity access (wired and
wireless) for commuters. It is connected to the wide-area
via multiple wireless interfaces, which it uses “simulta-
neously, to build a better combined wireless communica-
tion channel” and to provide bandwidth aggregation; ex-
ternally it appears as a NAT box. However, this relies
on all local users gaining wide-area access via a single
provider (i.e. the MAR device) and thus represents a sin-
gle point of failure. It does not take into account the pos-
sibility that individuals may have some wide-area connec-
tivity that could be better utilised.

The 7DS Peer-to-Peer Information Dissemination and Re-
source Sharing system [8] provides a mechanism for self-
organised connection sharing. However this focuses on
a more traditional model of sharing individual wide-area
connections among multiple devices, specifically when
such connections are temporarily idle, by treating the mo-
bile device as a temporary gateway. However, there is an
opportunity to better utilise all available wide-area links
to take full advantage of a higher aggregate wide-area ca-
pacity available to all users. Load balancing mechanisms
are also provided in 7DS, but again these are based on
the selection of single (least loaded) gateways rather than
distribution across multiple CEFs as undertaken by the
coalition-based approach.

Thus, there are a number of existing projects that enable
community-area networking. However, by focusing on
solutions that rely on the use of existing mechanisms for
administration and operation, they suffer the same short-
falls that the underlying mechanisms have when applied
to the newly emerging class of community-area networks.

4 The Coalition Peering Domain

Our solution aims to formalise the ad hoc nature of rela-
tionships within existing community network initiatives,
while allowing administrative responsibility to remain
distributed, allowing community members to retain local
control.

4.1 Principles

Figure 1 illustrates a number of collaborative efforts or
‘local peering agreements’ between pairs of community
members. These peerings may be either as simple as links
interconnecting different pairs of community members, or
more complicated associations controlled through policy
defined locally by the community members. As the num-
bers of such local peering agreements begin to increase

and to intersect between community members, we refer
to the creation of a coalition within the community and
the formation of a Coalition Peering Domain (CPD).

Figure 1: CPD Architecture

Each Coalition Member (CM) may represent an individ-
ual with either a single node, or a local network. Coali-
tion members who have wide-area connectivity (or more
generically, connectivity outside the CPD) form together
the edge of the CPD and act as Coalition-Edge For-
warders (CEFs); they are the CPD ingress–egress points,
allocating some proportion of their external connectivity
for this purpose. In the simplest case they may forward
outgoing packets on their CPD-egress link. However, in
a more interesting case they may forward some of these
outgoing packets by ‘spraying’ (distributing) them, across
the CPD edge, via their CPD-internal interfaces to other
member CEFs within range, who then forward the pack-
ets outside the CPD. Thus outgoing traffic is distributed
across multiple CEFs, so enabling a higher upstream data
rate by aggregating multiple CM egress links. This type of
wide-area connectivity aggregation is an example of col-
laboration between individuals for mutual benefit. This
approach is useful when the local capacity between a
number of CMs is greater than or equal to their individual
egress capacity to a common remote entity.

Coalition members who do not have connectivity outside
the CPD, or who choose not to make available their wide-
area capability to other CMs, act as Coalition-Internal
Forwarders (CIFs). The forwarding of CPD-internal traf-
fic (the traffic traversing between CMs) may be performed
using modified forms of standard inter-domain or ad hoc
routing protocols. In the example of collaboration for the
purpose of wide-area connectivity aggregation, CIFs for-
ward CPD-outbound traffic by directing it towards their
‘nearest’ CEF for CPD egress. This traffic can be sprayed
across the CPD edge by the receiving CEF as described
above, thus, CIFs may also benefit. Of course, CIFs may
also use mechanisms for load balancing and take respon-
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sibility for spraying directly to multiple CEFs, depending
on the physical connectivity of the CPD.

4.2 Basic Performance Metrics

We present here a very basic set of performance metrics
to try and highlight the benefits and the implications of
this approach. For the time being, we will ignore traffic
models and effects of media access control, but including
such analyses would affect only the detail of the analyses
and not the general principle.

Let us assume the simplest case where there are N CMs,
all within radio range, and so can communicate with each
other; in this case the entire CPD makes use of a single
shared media with total capacity CT (e.g. either 11Mb/s
for 802.11b or 55Mb/s for 802.11g). Let us assume also
that all N CMs are CEFs peering together in a circular
topology, and that they treat all packets with equal prior-
ity, attempting first to egress traffic directly, then to spray
it to a neighbouring CEF if the buffer is full. The wide-
area egress of packets at each CEF is represented by an
M/M/1/b process with a packet arrival rate of λ and a
packet egress rate of µ. As each CEF’s buffer size is
limited to b, λπb arriving packets find the buffer full and
are thus either sprayed to the next neighbouring CEF, or
dropped. Therefore, at each CEF, λ is composed of pack-
ets generated locally, and sprayed packets arriving from
the previous neighbouring CEF.

The probability that a packet is egressed from the CPD
can be expressed as a geometric series:

PEGRESS = (1−λπb)+

(λπb(1−λπb))+

(λπb
2(1−λπb))+ · · · (1)

We assume that a packet may be sprayed repeatedly by
consecutive CEFs until it cycles back to the originat-
ing CEF in the circular topology, after which it may be
dropped if the buffer is full. Therefore, the probability
that a packet is egressed can be expressed as the sum to N
of the geometric series in eqn 1:

PEGRESS =
(1−λπb)(1−λπb

N)

1−λπb

= 1−λπb
N (2)

However, in a traditional single path routing M/M/1/b pro-
cess with no packet spraying, we find that the probability
that a packet is egressed is reduced by order N to:

1−λπb

Assuming a general intra-CPD communication traffic
level of CC (i.e. non-coalition-egress traffic), the total
CPD capacity available for packet spraying CS is:

CS = CT −CC (3)

Of the N CEFs that form the CPD edge, each one, n, pro-
vides some ingress capacity, CIn , and some egress capac-
ity, CEn . The total CPD ingress capacity, CI , and the total
CPD egress capacity, CE , are respectively:

CI =
N

∑
n=1

CIn

CE =
N

∑
n=1

CEn

We assume that the total CPD capacity available for
packet spraying is divided equally between all CMs:

CSn =
CS

N
(4)

We define the ingress and egress CPD gain factors:

GI =
CSn

CI
(5)

GE =
CSn

CE
(6)

These gain factors may be used by CMs to assess the po-
tential benefit of joining a CPD. They allow also some
assessment of the overall performance gain for the CPD.
When the gain factor is greater than 1, it indicates that
there is still a benefit from adding further CEF ingress or
egress capacity respectively. When the gain factor is less
than 1, it indicates that there is no benefit to the CPD. The
optimum value for the gain factor is 1 and the CPD may
only gain further if CS (and so CSn ) were to increase.

If we take an example of a CPD that uses an 802.11g
channel for intra-CPD data transmission, and that con-
sists of 8 CEFs each with an ADSL connection to the
wide-area of 1Mb/s downstream and 256Kb/s upstream,
assuming in the best case that there is no general intra-
CPD communication traffic (i.e. in eqn 3, CC = 0, so
CS = CT = 55Mb/s), and that all CEFs choose to allo-
cate all available external capacity for edge forwarding,
we find from eqn 4 that a given CM m’s available capac-
ity for packet spraying CSn = 6.875Mb/s and thus from
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eqn 6 that the gain for using the packet spraying mecha-
nism solely to increase coalition-egress traffic is approxi-
mately 3.44. This means that the coalition-egress capac-
ity may be increased by a factor of 3.44 before the CPD
ceases to benefit further.

By increasing all member CEFs’ ADSL connection up-
stream speed to 512Kb/s, we find from eqn 6 that the cor-
responding gain is approximately 1.72. This means that
the coalition-egress capacity may be increased by a factor
of 1.72 before the CPD ceases to benefit further.

We may take another example of a CPD that uses an
802.11b channel for intra-CPD data transmission, and that
consists of 4 PDAs acting as CEFs, each with 3G wide-
area connectivity of 384Kb/s downstream and 128Kb/s
upstream. In this case, we find from eqn 6 that there is
a greater corresponding gain factor of approximately 5.5,
even though the intra-CPD channel has a lower data trans-
mission capability.

4.3 Challenges

Although the CPD architecture provides a means to en-
able easier collaboration between individuals, while main-
taining local control, it is still disruptive to the existing
architecture and service provision models. There are a
number of challenges that must be overcome.

CMs need a mechanism to communicate with each other
once they have formed local peering agreements. This
implies that some form of addressing scheme should be
employed within a CPD. However, addressing is a cen-
tralised function that would, in this context, need to be
applied to a distributed system. This is a non-trivial task
and needs careful consideration.

Although the use of Network Address Translation (NAT)
devices may provide an obvious solution for community-
area networks, they pose a number of problems that may
limit the overall usefulness of the CPD. There is an in-
creased chance that the arbitrary use of private address-
ing may lead to clashes between potentially peering CMs.
They limit the operation of some types of applications as
well as the abilities to apply security at the IP layer, and
ultimately introduce unnecessary complexity in configu-
ration and maintenance.

If we assume that all CEFs have a globally reachable ad-
dress (allocated to them by their wide-area connectivity
provider), then CEFs may communicate with each other
by using these global addresses but routing them locally
via the local peering agreement links. This can be enabled
through the operation of an existing (or modified form of)
routing protocol between the CEFs across the CPD edge.
If we assume also that CEFs have additionally a block of
addresses that they may sub-allocate (e.g. an IPv6 /64

block allocation), then CEFs may sub-allocate portions
of this address space to any CIFs with which they peer.
Routing of traffic to CIFs can thus take place through the
address allocation hierarchy. This would also behave well
with reverse path or CPD-ingress traffic because receiv-
ing CEFs can forward it to the allocating CEF for onward
CPD-internal routing.

Even though traffic destined for a specific remote desti-
nation may be sprayed across the CPD edge, the reverse
path still relies on standard routing. This means that in-
dividual CEFs may be burdened with a greater volume of
return path CPD-ingress traffic. However, the asymmetry
of most wide-area connectivity technologies may be suf-
ficient to offset this inequality. Alternatively, the burden
for reverse spraying may be placed on either the remote
party, or a provider-controlled device located beyond the
CPD edge. Such multi-path routing would however, have
implications for higher layer protocols that rely on the un-
derlying routing infrastructure. Traffic may arrive at its
destination with some delay or in an unordered fashion
thus causing problems for delay-intolerant applications.

De Couto et al [9] have shown through a number of exper-
iments that, the forwarding of packets on a shortest path
basis within multihop wireless networks would be un-
likely to result in a choice of paths with the best through-
put. Thus, our earlier assumption that CIFs should for-
ward CPD-outbound traffic by directing it towards their
‘nearest’ CEF for CPD egress may not be an efficient
mechanism for the routing of CPD-outbound traffic within
a CPD formed with wireless links. The forwarding of
packets to the CPD edge may need to be re-evaluated by
each CIF along each hop, depending on whether the de-
fault path of local peering agreements to the CPD edge
contains poorer quality links than alternative routes.

5 Summary and Conclusions

The formation of community networks is a growing trend.
It has been particularly aided by recent advances in local-
area network technologies, making them much more af-
fordable and easily available. We have presented an ar-
chitectural element that would enable groups or commu-
nities of individuals to better utilise their wide-area con-
nectivity resources, through collaboration, by using the
local-area connectivity between them. This is achieved
by adding structure, the Coalition Peering Domain, to
the otherwise ad hoc community inter-networks residing
at the edge of the Internet.

Although we have focused on community-area networks,
there are a number of applications and scenarios that may
benefit from the CPD architecture. The multi-homed na-
ture of the CPD architecture may be especially useful for
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networks that require a high degree of robustness or sur-
vivability in connectivity to the wide-area. Assuming that
a CPD is formed with multiple CEFs, should one CEF fail
or become disconnected from the wide-area, the CPD as
a whole still maintains some wide-area connectivity.

Scenarios involving the co-ordination of evacuations in
an emergency, and scenarios involving the co-ordination
of aid and relief efforts following a natural disaster are
both examples of situations in which a diverse set of de-
vices and communications technologies may be used. The
available device resources and connectivity capabilities
may be quite limited in some cases. Such scenarios may
benefit greatly from the formation of a CPD for the pur-
pose of wide-area connectivity aggregation, allowing bet-
ter utilisation of the available connectivity to the wide-
area.

In fact the formation of a CPD for the purpose of con-
nectivity aggregation can be useful in any scenario where
there is some degree of heterogeneity in the available
wide-area connectivity, and where the data rates of local-
area connectivity exceed individual wide-area data rates.

In conclusion, we take the position that a coalition-based
approach would enable individuals to share connectivity
resources in a controlled manner, but there are a number
of technical challenges that should be researched further.
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