Nurturing Social Networks
Using Mobile Phones

Daniele QuerciaMIT SENSEable City Laboratory, Cambridge, USA
Jonathan EllisDept. of Computer Science, University College London, UK
Licia Capra Dept. of Computer Science, University College London, UK

Abstract

Youngsters maintain contact with each other through sewéhorking websites. We propose new ways of
nurturing contacts by monitoring users’ activity with migbphones (i.e., by monitoring text messages, phone calls,
and encounters captured by Bluetooth). We show that, basedser’s activity, one is able to recommend new
friends, track health of friendships (and alert users thay ime neglecting their friendship), and make users aware
of their mood (so that they take action and keep negative iemsunder control).

. INTRODUCTION

Adolescent depression is often a response to the normaégsad maturing. It is consequently common,
and it adversely affects school performance and impairslyamlationships. Strong social support from
friends has been found to be the most effective way of coungfetepression [1].

In the 1990s, social connections among youngsters havedtar be effectively supported by social-
networking websites and, nowadays, connections are madeapent and ubiquitous by mobile phones.
Youngsters do not sit in front of their PCs to talk to their figls but constantly communicate with
one another using mobile social-networking applicatidriss permanent online communication has been
termed “connected presence” and, worryingly, some sogisi® equated connected presence to social
isolation as young people spent their time transfixed by fagtiione screens rather than other people.
At that time, only few sociologists (Barry Wellman [2] beinlet first) questioned this viewpoint: they
conducted small-scale studies and showed that people vehcoanected online often have higher levels
of face-to-face interactions as well. This (controversiithe time) viewpoint is now widely accepted.
Indeed, a large-scale sociological study found that ownEesmobile phone and social-networking users
are more likely to belong to a local voluntary group such asighborhood association, sports league,
youth group, church or social club [3].

Managing social-networking contacts is thus becoming adnmental aspect of an adolescent’s life. To
help youngsters effectively grow and nurture their socddtrons, we have engineered a new technology
for mobile phones that silently keeps track of people’s catmn, as well as frequency of voice calls and
text messages. These data is then processed by novel lalgenthose goal is:

« To effectively find social contacts based on encountersti@ed). Colocation data is collected and
processed to detect friendship relations. Simulationistudonducted on real data demonstrate the
ability of the inference engine to reveal these relatiorec{i®n II-C).

« To nurture online and off-line contacts (Section Ill). A gil|minference engine detects patterns in both
physical encounters (i.e., people’s colocation) and $acivity (i.e., phone calls and text messages),
as well as deviations from such patters. If users suddentprbe less sociable, the engine alerts
them, perhaps suggesting them to get in touch with theindise We are also studying the degree to
which the engine can predict users’ moods (e.g., happisaskess) simply based on their activity.

Both algorithms have been implemented and deployed on BlackBeobile phones (Section V),
causing negligible computational and communication ozadh thus confirming how this technology can
silently run on modern mobile phones.



I[I. FINDING SOCIAL CONTACTS. FRIENDSENSING

FriendSensings a framework that enables new members of social-netwgnkiebsites to automatically
discover their friends. It also help existing members taiehew social relations, as they develop over
time. In particular,FriendSensingautomatically creates personalized recommendations a@flpea user
may know in two steps:

Step 1 - Logging EncountersUsing short-range radio technologies ready available owsi all modern
mobile phones (e.g., Bluetooth), each user transparertlyrde encounters with colocated people. More
precisely, each phoné keeps track of how many times it has met another ph@rasmd how much time it
has spent being colocated with We make here the assumption that a mobile phoneersonaldevice,
and that it is not shared among people. Moreover, we assummedssible to link devices (e.g., phone’s
Bluetooth ID number) to users’ identities in social-netwogk websites (as pioneered by the Cityware
project [4]).

Step 2 - Recommending FriendsColocation records are processed to elicit relevant ereosirand

to arrange them into a weighted social network; this netwsrthen traversed to compute personalized
lists of people each user may know. FriendSensing does estpbewherethe processing of proximity
records and the navigation of the inferred social netwoikukh occur: both can be performed either by
the social-networking website (after these records haes lploaded) or by the mobile device itself (if
such records are considered sensitive and should thus lmgainaid private).

We now present algorithms for proximity processing and fetwwork navigation in general terms,
and defer a discussion about the implications of differaxhidectural deployments to our evaluation
(Section II-C).

A. Processing Encounters

Once colocation logs have been collected, FriendSensingt fiiter out irrelevant encounters from
relevantones; that is, for each uset, it must identify which of A’s encounters are likely to bel’s
friends. FriendSensing does so by computing the probasilbf A befriending other individualsA’s
friendship probabilities) from proximity data.

Researchers have already suggested ways of computing ttodsdbibities fromgeographical proximity
based on the intuition that friendship probability incresmsvith geographic proximity - the closer two
individuals are, the likelier they are to be friends. Forrapte, they modeled the probability of and
B being friends ap(A — B)  dist(A, B)~". That is, the probability of being friends with a person
at a distancel decays asi~" for some power of- (typically » = 2). As later demonstrated by Liben-
Nowell et al. [5], the absolute value of geographic distance alone isffiegnt to model friendship.
To see how, consider that and B live 500 meter apart: at the very same distandeand B would
likely be next-door neighbors in the countryside(Figura)}(while complete strangers in central London
(Figure 1(b)). This suggests that one also needs to conpmaulationdensity Libel-Nowell et al. [5]
did so in a simple way - they replaced the absolute distalieg A, B) with a ranked distancep(A —

B) « 1/(rankDist4(B) + 1). The denominator isi’s rank of B, which is the number of people who
are closer toA than B is, and it is expressed as:

rankDisto(B) = |{C : dist(A,C) < dist(A, B)}| + 1.

In other words, the probability ofi befriending B depends on the number of people within distance
dist(A, B). The more dense the population betweérand B, the lower B ranks. Consequently, at the
same distancep is more likely to befriendA in the countryside than in central London. This model
was successfully evaluated on half a million profiles caéldcfrom the LiveJournal blogging website,
suggesting that geography is a good predictor of friendsHmwvever, geographical information is not
widely available on mobile phones; should localizationhtemogy like GPS become a commodity, it
would still fail to capture indoor encounters (e.g., at honmethe office, on the tube, in the pub). We
thus need to reformulate the problem based on “mobile phomarpity”.
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Fig. 1. Friendship Probability changes frdia) the countryside tgb) central London.

Using mobile phones, we keep track of: how many times a uséas met (e.g., it has been within
Bluetooth range of) useB (frequencyfreq(A, B)), and how much time it has spent with (duration
dur(A, B)). We now need to express the friendship probability as atfonof frequency and/or duration.
One plausible way of doing so is to consider that the prohighif A befriending B increases with
freq(A, B) and with dur(A, B) respectively. However, as with geographical informatiare cannot
consider frequency or duration alone to compute friendgingiabilities, because both of them are non-
uniformly distributed. Indeed, individuals do have skevmedbility patterns; this has been shown not only
for college students [6] (against whose movements we will ur evaluation), but also for conference
attendees, and for hundreds of thousands of mobile user&@ther than using absolute frequency and
duration values, we have thus taken their rank. Ffeequency the friendship probability becomes:

1
1
rankFreqa(B) ’ @
whererankFreqga(B) = [{C : freq(A,C) > freq(A, B)}| + 1 (we add ‘+1’ to avoid division by zero).
Consequently, the probability oft befriending B depends on the number of people who have mhet

more frequently tharB has done.
Similarly, by replacing frequency witburation the friendship probability becomes:

p(A— B)

1
2
rankDura(B) ’ @

whererankDura(B) = |[{C : dur(A, C) > dur(A, B)}| + 1. Again, the probability ofA befriending B
depends not orfreq(A, B) itself but on the number of people who have mefor longer thanB has
done. The denominator of the friendship probability becemery high for people with many friends -
friendship probabilities tend to be low. However, this doesimpact the way friends are ranked. Ranking
does not depend on the friendship probabilities themsdluéon their ordering. Of course, the ranking
of users who are collocated in equal durations/frequeramiesndistinguishable.

From the proximity logs, the above friendship probabisittmn be computed and used to infeveighted
social network of encountergach mobile device is represented as a node, and a link edaaetween
any pair of individuals who have met at least twice (this isrémove encounters caused by chance).
Each link A — B is then weighted using eithdriendship probabilityp(A — B) 2 (a)) or friendship
ranking (i.e., A’s ranking of B, which is computed from the friendship probability itselffFigure 2 (b).
We explain when to opt for probabilities and when for rankstne

p(A— B)

B. Computing Recommendation Lists

Once the network of encounters has been computed, Frieanh§grrocesses it to compute personalized
lists of people each user may know, that is, to predict whicA’e encounters are likely to bé’s friends.
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Fig. 2. Networks of Encounters. Link weights &@a friendship probabilities ofb) ranks.
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In the literature of social networks, this problem is calléidk prediction” and different methods have
been proposed to tackle it [8]. These methods assignsia(A, B) to a pair of nodes A, B) following
one of two possible strategies:
1. Shortest Path- The score between a pair of noddsand B is the weighted length of the shortest
path between them. The intuition behind it is that socialvoeks are “small worlds” (individuals are
connected by short chains) and, as such, if there are shthr$ patweend and B, then A and B are
likely to befriend each other. The shortest path algoritrooeats weights on the network that represent
capacity constraints - in our case, weights that reflect holikely it is for two nodes to befriend each
other. Since rankings reflect just that (the highenkDura(B) or rankFreqs(B), the less likely A
befriendsB), we adoptrankingsas link weights in the social network of encounters. The patigth is
then weighted in the sense that it is the sum of the weightsgalbe shortest path.
2. Markov Chain Algorithms - For this class of algorithms, the score between a pair oeésddand B
is computed as the fraction of time spentiaby a random walk in the network originating ih. In this
type of network, weights should reflect connection strermgitween pairs of nodes. Therefore, we adopt
friendshipprobabilitiesprob(A — B) as link weights instead. Then, to compute scores, algositimthis
class all convert the network in a first-order Markov chaiarnte their common name). The idea is that,
after starting at nodel (which is called prior node), the walk may unfold in diffetemays depending on
which of the following algorithms is deployed: (BageRank with priorAt each node, the walk either
iteratively moves through one of the node’s outgoing linkd@se weights are transition probabilities)
or jumps back to the prior nodd. (2) K-MarkovChain.lIt is similar to “PageRank with prior”. The
difference is that the walk has now fixed length (3) HITS with prior. At each node, the walk either
moves through one of the noderscomingor outgoing links or jumps back to the priet.

Once scores for a walk originating #hhave been computed, they are then used to biiggersonalized
recommendation list.

The FriendSensingframework thus offers eight strategies for recommendingntts, derived from
combining a strategy for processing proximity data inteeridship probabilities (eithefrequencyor
duration), with one of the link-prediction algorithmsliortest pathPageRankHITS andKMarkovChair).

C. Evaluation

Simulation SetupThe goal of FriendSensing is to recommend to its users pebple may know. To
ascertain the effectiveness of FriendSensing at meetisggthal, we set up a simulation driven by real
data collected as part of the Reality Mining project at MITeTMIT traces contain colocation information
from 96 subjects (staff and students) at the MIT campus dwercourse of the 2004-2005 academic year,
to whom Bluetooth-enabled Nokia 6600 phones were given;cadion information (roughly 10 meters
range) was collected via frequent (5 minute) Bluetooth dediscoveries. Note that the users covered by
the MIT dataset are young adults rather than ‘youths’; irtipalar, thirty users were incoming freshmen,
twenty were incoming masters students, and the remainirgrevblder students and staff. However, we
expect the results obtained to equally hold in mobility sces of youngsters; in fact, as existing analysis



demonstrates [9], [10], such traces share many unifyintufea (e.g., node inter-contact time, formation
of cliques) with other mobility traces (e.g., Cambridge ararthouth traces.

Beside providing mobility traces, the MIT dataset also iy includes information about the users’
social network. In fact, it logs both the text messages samd, the phone calls made by each phone in
the study. Using this information, we have extracted a $ombdvork whereby a link between usdrand
user B is created ifA sent a text message or made a phone calBto

In our simulations, we used the MIT mobility traces to log @maters; using these logs, we ran
FriendSensing and computed friends’ recommendations.héie tcompared these recommendations with
the MIT actual social network (largest connected compgnant computed the fraction of the social
network’s ties correctly predicted by FriendSensing. Werre this fraction as dood recommendations”

g, and we study howy varies while we increase the percentagef people recommended to each user
from 0 to 100%.

Results.To study the effect of the colocation processing strategqyaisgely from the link prediction
strategy, we performed two sets of experiments.

(1) Frequency vs. Duration.In the first set of experiments, we aimed to compare the éffawtss of
frequencyas a colocation processing strategy, as opposeatutation We did so by disabling any link
propagation strategy, and by using the ranking producedhdyrequency / duration colocation processing
strategies locally. This is equivalent to running FrienakSieg on people’s mobile devices, without reporting
their proximity logs to the social-networking website (whehe full FriendSensing approach, including
link propagation, could be executed). Fig. 3(a) pletegood recommendations) versugrecommended
people) for these strategies with respect tmadomselection of people to recommend. For the random
strategy,g increases linearly withr - the random strategy fluctuates around a straight line @ths
the figure). That is because the more people are recommetidedikelier to get some of them right.
At the extreme ofr = 100% (all users have been recommended to each ugagaches 100% (for all
strategies). As for the two remaining strategies, they Ipattiorm significantly better than random. Note
that duration discovers friends faster thdanrequency To see now which strategy performs better over
another, we compar&equencyand duration against the random one. We do so by defining gaén
factor over randomas:

. . gstrategy
gaznstrategy -
Grandom

where g.,qieqy IS the fraction of good recommendations &irategy = duration| frequency and g, qndom

is that forrandom A gain factor of one means the strategy performs no better tandom (no gain); a
factor of two means that the strategy performs twice as batteandom. Fig. 3(b) shows thdtiration
gains more tharirequency- especially so for the first 20% of people recommended. As expects,
frequency and duration die off up to a point where both of tHtatien towardrandom (no gain). That
is because, after recommending most friends, any stratagyidft only few friends to recommend, and
those are hard to predict.

(2) Duration and “Link Prediction”. The second set of experiments compared the four differakt li
prediction strategies presented in Section II-B. We didceeixpents whereby these strategies were executed
on a social network of encounters built usihgrationinformation andrequencyinformation. Since results
obtained withduration were consistently better than those obtained wiriglguency we report results for
the former case only. Fig. 3(c) plogsversusr for all the four strategies. We also plot the results obtine
with our baselineandomstrategy, as well as when usidgration without propagation, to highlight what
privacy-conscious users would miss by not sharing thewaation information for propagation processing.
PageRankHITS andKMarkovChainperform equally and only show small differences due to cemiod
on the results. Those results are similar and come from thermmm use of Markov chains by the three
algorithms. Also, one would be better off using omlyration rather than combining it with those three

http:/lcrawdad.cs.dartmouth.edu/
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Fig. 3. Evaluation Results.

algorithms. That is not necessarily bad news as it suggkats by relying only on her own proximity
information, a user both gets quality recommendations ardle doing so, she retains control of her
own data. In line with the literatureshortest pathperforms best. Indeed, Fig. 3(d) shows that it gains
more thanduration and it does so consistently. That is because, urdik&tion shortest paths able to
suggest to a used also those friends who belong to thEs social circle but have not been met by
yet.

[11. CULTIVATING SOCIAL CONTACTS: SENSINGHAPPINESS

Once youngsters find social contacts with FriendSensirgy then need to cultivate them. The idea
we are currently exploring is whether, by logging not onlycamters but also calls and text messages,
mobile phones could help users cultivate their contactsvim ways:

1. Bringing awareness of friendship healiéks research suggests [6], there is a misalignment between an
individual's perception of how much time is being spent witleir social relations, and how much time
is actually spent in their proximity. In particular, pertiep seems to grossly overestimate reality. If users
suddenly become notably less sociable with one of theindise the application running on their phones
could thus make them aware that they are perhaps neglettmgftiendship. A friendship’s wellbeing
status can be represented by an avatar or a numeric codeeiwith current work on affective computing
(e.g., social-networking users of Healthii convey theidlvbeing using avatars [11]). Studies confirm the
importance of social interaction in the process of friemgdbrmation and dissolution [12]; moreover,
they highlight how people have a tendency to abandon asynumetationships (i.e., ‘I call you but you
never call me’). Of course, users may purposely neglect setaéons; a fade-and-forget function can be
applied to friends as one ceases interacting with them the.function archives people with whom one
stops interacting). In so doing, one does not need to “umfitianyone; rather, it would suffice to just
ignore undesirable relations for long enough. This wouldvédte traumatic social rejections - currently,
‘defriending’ someone by dropping them from a friend lissults, deliberately or accidentally, in upset
feelings [13].

2. Predicting user mood from phone activifyo see how to predict user mood, consider recent findings
from the Reality Mining project. This project tracked 94 sdig (students and faculty at MIT) using



(tanore
- ;‘

Recommendation
A

v
Peer Manager .

id name flag duration_|frequency i L
ee:0bea:7c:24:0e _|jsmith FRIEND 88| B - »g Server App >
a1:0f:ccibd:e8:12  [d@v oo 12 3| = < J
00:23:3¢:60:9f:20 | Nokia 6230i |IGNORED s 1w PNy o

I = g —

A

Bluetooth Layer

Y |
// = N
(Scan) (Wwait) )
LS 7

Fig. 4. Schematic representation of the implementation of FriendSensing

mobile phones over the course of nine months, and colleeitdeport survey data from each individual,
where subjects were also asked about their satisfactidm théir work group. In their analysis of the
Reality Mining data, Eagle, Pentland, and Lazer [6] compdhedbehavioral data from mobile phones
(mobility, calls, and text messages) with the self-reparivey data. They found that job satisfaction can
be predicted based solely on behavioral data. More spdbjfitteey found that “having friends, especially
ones to whom you were near at work, predicted satisfactiom thie work group, and calling friends while
at work was associated with lack of satisfaction with the kvgroup.” The researchers concluded that
visible behavioral data (activity with mobile phones) offean insight into invisible cognitive construct
such as mood and job satisfaction. That is why we have startezv project called “SensingHappiness”,
in which we are analyzing data crawled from Twittéo test whether visible level of activity on Twitter
offers any insight into the inferred mood of its users. Tevriits a microblogging service that enables users
to post messages (“tweets”) of up to 140 characters and sisppovariety of communicative practices,
including public re-publishing of something other userseharitten (“re-tweets”) in the attempt to spread
the word.

Upon this data, we will test whether deviation from ‘usualiaty’ of Twitter users can predict their
mood. To do so, we will first detect what (re)tweets expresgiments (e.g., ‘I feel ..., ‘I'm feeling
..."); for each of these, we will use existing sentiment ge@l algorithms [14] to determine their mood
(i.e., happiness / sadness). We will then look at the (redtsvef each user before and after expressing the
sentiment, and we will study whether her level of activity {erms of number of tweets and re-tweets)
deviates from her ‘normal’ activity. By predicting mood, SarmgHappiness makes users aware of their
mood and, as a result, users can take action and pay partattéation to their behavior, if need be.

IV. IMPLEMENTING FRIENDSENSING AND SENSINGHAPPINESS ONBLACK BERRY PHONES

To bring our research out of the lab and to the end users, we implemented FriendSensing and
SensingHappiness for the BlackBerry platform (in particuBlackBerry Pearl 8120). In selecting a
target mobile platform, we had the following constraintsstfi the platform must allow applications to
seamlessly run in the background; second, it must have anti#®lis openly accessible through open-
source languages; third, the APl must support Bluetoothsacoslthough Google have now announced
availability of a full Bluetooth API in the upcoming Android.@ at the time of development there
was no support for it; the iPhone does not allow backgroungliegiions to run, and any Windows

2http://twitter.com/



Mobile application would require development to be done iierbkoft’s proprietary .NET languages. As
a result, we developed our technology for BlackBerry, as @urifetailed below, even though a second
implementation for Android 2.0-powered devices is undgrwa

After installing FriendSensing on her BlackBerry, a user isngpted to create a profile by typing her
name and email address. The phone sends these two piecdsraiation, along with its Bluetooth ID
and phone number, to a central server over GPRS. The servdiebaregistration and distribution of
user profiles. In its current version, the server simply iaof a PHP frontend and MySQL backend;
however, these functionalities will be integrated into aékok applicatiohin the next release. After
the user registration step, three software blocks run orphimme (Figure 4):

« Every 10 minutes, th8luetooth Manageinitiates a scan of its proximity. The scan results in a list
of Bluetooth IDs and device-friendly names of the phones oxionity.

« The Peer Managerthen processes the list and keeps track of the number of timie each of the
phones stays co-located. More specifically, for each phtireePeer Managercollects number of
colocations (frequency) and duration (expressed in timts)rand also flags the phone to be either
new (if the phone has not been in range before)seen-befordif the phone has been in range in
the past). This is done because it is necessary to filter can a@rly stage those phones which have
only been in range for short periods of time; only once a phusee been in range for more than 20
minutes do we consider it a potential person of interest aginblong-term tracking.

« Every 7 days, th&Recommendation Engingoduces a list of recommended social contacts, based on
colocation frequency or duration; it then downloads thdij@® of these people from the server, and
shows the list on the phone’s screen. The user either condirmegects each of the recommendations,
and the Peer Manager accordingly switches the flags on tihespmmding phones froseen-befor¢o
eitherconfirmedor rejected to avoid repeated recommendations. Social contacts wacarfirmed
will have SensingHappiness enabled (as discussed belod)wdl be added on the server's user
profile.

Note that both the scan interval (10 minutes) and the aggoegaterval (7 days) are tunable parameters.
By setting the scan interval to 10 minutes, casual encounteich last only a few minutes are discarded,
as not informative of actual social relations. By setting #ggregation interval to 7 days, we aim to
capture people’s routine, which typically revolves arowvekkly schedules.

Another service bundled with the FriendSensing applicatto SensingHappiness. Once a phone has
been confirmed as a friend, we enable the SensingHappinessestor these devices. In this mode, the
application also logs incoming and outgoing phone callgdtion) as well as the number of incoming
text messages (frequency) from that person in order to gdnggstrength of the friendship, not just based
upon colocation, but also upon more direct forms of commaftioa. After an observation period during
which this data is logged (currently set to two weeks, to énadpetition of weekly users’ behaviours),
patterns of activity can be learned, and deviations frontepa$ detected. In the current implementation,
such changes manifest themselves when the user visuabssscial network: ‘healthy’ connections are
represented as thick edges, while neglected relationsiswmalised as increasingly thinner lines.

The current implementation of the FriendSensing and Sghsippiness technology follows the thick-
client model: all the logging and processing happens on thbilen phone. This choice is suitable for
privacy-conscious users who prefer to retain full contreérotheir social activity data. However, an
alternative deployment could follow the ‘thin client-tkiserver’ model instead: the application on the
mobile phone simply collects data, and then transfers gatgd information it to the server; all the
processing and inferencing then happens server-side. Hie aavantage offered by this deployment is
the possibility to transparently update (and improve) #esoning engine on the server, without having to
re-install a new version of the application on the phone® féxt release of the FriendSensing technology
will follow this model, with the reasoning taking place sernside in a Facebook application, and the
logging functionality being ported to a wider variety of nilebphones.

3http://developers.facebook.com/



A. Overhead Considerations

We have investigated the overhead incurred by the currepleimentation of the technology in terms
of storage, battery, and communication.

Storage Overhead.The storage overhead a mobile phone would see in using Bersing / Sensing-

Happiness depends on the number of managed profiles: for maflte, a phone only needs to store
the Bluetooth ID and name of the profile along with four cousitfrequency of counters, duration of

encounters, number of text messages sent, duration of pfadisemade), and one flag (set to either ‘seen-
before’, ‘new’, ‘confirmed’, or ‘rejected’). Even in metrofitan cities, where a phone could keep track
of thousands of other devices (i.e., before they are beigigcted’), the amount of storage used (a few
Kilobytes) is negligible with respect to the size of moderahihes phones (in order of a few Gigabytes).

Battery Consumption and Communication Overhead .Network communication is considered by far the
most severe battery draining factor, while various stutlige shown that computation causes negligible
battery consumption [15]. In the current version of the textbgy, with all the processing happening client-
side, communication is kept to a minimum (i.e., once a weekBluetooth IDs of recommended friends
are sent to the server, and their profiles are pushed backyxdir to use the technology, users will be
required to leave their Bluetooth enabled; as various stutienonstrate, many people already do so [16],
[17], so we were primarily interested in determining the auopthat the frequent Bluetooth scanning
would have on battery life. To do so, we have run a simple coatpa study, with two BlackBerry
Pearl 8210 phones with their Bluetooth enabled, carriedrarday the same user for a week, with only
one phone running the FriendSensing technology (i.e.ppeihg Bluetooth scans every 10 minutes, and
recording scan results) in both crowded and empty areagitladlr functionalities (i.e., calling, texting)
were disabled. The handset running FriendSensing hadtisrpalepleted after 5 days, whilst the phone
without FriendSensing (but still had Bluetooth turned onl &ad around 40% of its battery capacity
remaining at this point. Whilst this clearly shows that frequ Bluetooth scanning can have a fairly
significant effect on battery life, the phone with FriendSlag did still manage to last for 5 days (not too
bad for modern mobile devices, especially running a ressimensive application) and it is important
to remember that the scan interval is tunable by the userh@ee a desired trade-off between accuracy
of friend predictions and battery life. When moving to thentklient version of the technology, all the
logged data will have to be transferred to the server forgssing, with direct consequences on battery. To
avoid drainage, aggregated data - computed using Kalmarsfdind the likes - could be transferred to the
server instead of raw data; also, users could control whéwadp occur (e.g., only when at home/when
the device is being charged).

V. RELATED WORK

Various approaches exist that aim to automatically disceeeial relations. They mainly differ in the
information they process: social-networking profiles, #éspar data from portable devices.

Social-networking profiles. Chenet al. [18] proposed four algorithms for suggesting people on Beehi
(IBM internal social-networking website). The algorithme alifferent combinations of two basic ideas.
The first idea is to match people by common interests - to médchexample, those who blog on similar
topics or share the same role within IBM. The second is to mpédple by social connections - to match
those who are in “social proximity” of each other by, for exde) connecting friends-of-friends. The
two ideas match people by the content of their profiles, aedréisearchers conceded that their ways of
matching people are preliminary and should be improvedéurt

Emails. Karagiannis and Vojnovic gathered the emails exchanged twe rthan 100,000 employees of
their company'’s research labs [19]. They represented tam as a graph whose nodes are employees
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and whose links are email exchanges. Then, to recommend mawW addresses for contact lists, they
connected “friends-of-friends” relationships.

Portable device data.Upon mobile phone data, Gup#& al. showed that it is possible to identify and
recommend popular hangouts [20]. More recently, Weatal. [21] built a framework with which collar
devices capture audio readings and automatically suggdbeir users who they may know. Using their
audio sensors, collar devices record face-to-face coattens and, based on conversation length, they
infer who is likely to befriend whom. The inference is madesgible by knowing global properties (e.g.,
clustering coefficients) of the users’ social network. Unithés assumption, the promise is that one could
accuratelyreconstruct the whole social network.

FriendSensing takes a different, more ubiquitous approatiereby friends are being recommended
starting from readily-available information (proximityath from mobile phones), requiring no a priori
knowledge about a user and its social network. In the Realityrig project, Eaglet al. demonstrated that
social ties are likely to exist between individuals who behe a similar way [6], [22]. In FriendSensing,
we built upon that work and analyzed how different predictgirategies of social ties would perform.

SensingHappiness uses sentiment analysis techniquesspbpy Dodds and Danforth [14]. To deter-
mine whether a small group of people is happy or sad, psygisitohand out questionnaires or conduct
interviews. In that paper, Dodds and Danforth argued thapleeare more honest in personal writings
than during formal psychological tests. For this reasoey ttrawled 2.4 million blogs, scanned the texts
for more than 1000 emotionally charged words that a 1999hmggy study had ranked on a scale from
1 (miserable) to 9 (ecstatic), and calculated an averagpitegs score for each blog.

VI. CONCLUSION

We have explored the fact that behavioral data from mobilenpk offers insights into people’s
friendships and mood, and we have proposed new algorithmdirfding social-networking contacts
(FriendSensing) and for nurturing online and off-line @mts by tracking their level of engagement
with friends (SensingHappiness), which in turn is indweatiof users’ mood. We have implemented
those algorithms on the BlackBerry platform. To bring the rebgy to a wider public, we are now
re-engineering it so to port both FriendSensing and Sehsipginess to different platforms other than
BlackBerry (i.e., Android, Symbian) using PhoneGathat is, an open source development tool for
building fast, easy mobile applications with JavaScrigite Berver side component is being replaced by a
Facebook application, so to integrate this technology \aitlidely deployed social networking service.
Once this cross-platform implementation is completed, ntend to run a user study that involves a group
of year 12 students enrolled in the same school, so that tregxected to spend time together (e.g.,
while in class, during lunch breaks, studying in the libjafhe goal is to understand how the technology
is perceived by youngsters (e.g., useful, unobtrusivapted intrusive) and whether it ultimately helps
nurturing their social contacts.
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