
An Abnormal ECG Beat Detection Approach
for Long-term Monitoring of Heart Patients
based on Hybrid Kernel Machine Ensemble

Peng Li, Kap Luk Chan, Sheng Fu, and S. M. Krishnan

Biomedical Engineering Research Center, Nanyang Technological University, Research
Techno Plaza, 50 Nanyang Drive, XFrontiers Block, 6th Storey, 637553 Singapore

lipeng@pmail.ntu.edu.sg, {eklchan, msfu}@ntu.edu.sg

Abstract. In this paper, a novel hybrid kernel machine ensemble is
proposed for abnormal ECG beat detection to facilitate long-term mon-
itoring of heart patients. A binary SV M is trained using ECG beats
from different patients to adapt to the reference values based on the
general patient population. A one-class SV M is trained using only nor-
mal ECG beats from a specific patient to adapt to the specific reference
value of the patient. Trained using different data sets, these two SV Ms
usually perform differently in classifying ECG beats of that specific pa-
tient. Therefore, integration of the two types of SV Ms is expected to
perform better than using either of them separately and that improv-
ing the generalization. Experimental results using MIT/BIH arrhythmia
ECG database show good performance of our proposed ensemble and
support its feasibility in practical clinical application.

1 Introduction

Electrocardiographic (ECG) signal is a recording of the cardiac activities, which
is usually used by cardiologists to obtain information about the performance of
heart function. Some typical ECG beats are illustrated in Figure 1. The analysis
of heart beat cycles in ECG signal is very important for long-term monitoring
of patients’ heart conditions at patients’ homes through a telemedicine network.
However, it is very costly for the cardiologists to analyze the ECG recording
beat by beat because the ECG recording may last for hours. Therefore, it is
justified to develop a computer-assisted technique to examine and annotate the
ECG recording, so to facilitate review by doctors. This computer annotation will
assist doctors to select only the abnormal beats for further analysis.

Many algorithms have been applied to ECG beat cycle analysis, such as
Kohonen self-organizing map [1, 2], learning vector quantization [2], multilayer
perceptron [4], neural-fuzzy system [5] and Support Vector Machines (SV Ms) [6,
7]. One of the major challenges faced by these ECG beat recognition algorithms
is the large variation in the morphologies of ECG signals from patient to patient.
The ranges of “normal beat” are different among the patients, which leads to the
so-called poor generalization problem, i.e., an ECG detector finely tuned to the



A: Normal beat B: Atrial premature beat C: PVC beat D: Nodal premature beat
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Fig. 1. Examples of ECG beats. A is a normal beat. The others are abnormal.

training data from a large group of people may perform poorly when classifying
the ECG beats of an individual patient. Hu et.al. attempted to solve this problem
using a mixture of expert approach [2]. A mixture of expert structure was formed
by combining the knowledge of a global expert trained using ECG data from a
large database and a local expert trained using 3 to 5 minutes of ECG signals
from a specific patient. The mixture of expert system was then used to classify
the ECG beats from the specific patient, and the classification performance
was improved over the global expert. However, the major drawback of such an
approach is that a local expert has to be constructed for each patient, and the
ECG recording of each patient has to be annotated by a doctor in order to train
the local expert, even with only 5 minutes of a patient’s ECG recording. Such
annotation process is very costly and discourages the practical application of
this approach [2, 3].

In this paper, a hybrid kernel machine ensemble approach is proposed to ad-
dress such generalization problem. One-class Support Vector Classifier (νSV C)
[8] is a one-class classifier whose goal is to find a decision region to include pat-
terns from one class - called targets, and exclude the patterns from the other
classes - called outliers. It is a non-discriminative recognition-based model. A
particular advantage of νSV C is that it can be trained using data from one
class only. In the context of long-term monitoring of some heart patients, the
normal ECG beats usually dominate the ECG recordings, that is, the num-
ber of abnormal ECG beats is far less than that of the normal ones such as
for patients suspected to suffer or suffering from asymptomatic heart failure,
congestive heart failure, cardiac dysfunction etc. Furthermore, there are many
kinds of abnormal ECG beats corresponding to different cardiac diseases, such as
atrial premature beats, ventricular escape beats, fusion of ventricular and normal
beats, supraventricular premature beats and premature ventricular contraction
(PVC) beats, etc. Some of the typical abnormal beats and a normal ECG beat
are illustrated in Figure 1. These abnormal ECG beats appear different in mor-
phology. On the other hand, the normal ECG beats usually appear similar to
each other and show less variation, which implies that the concept “normal”
is more compact compared to that of the concept “abnormal” and thus easier
to be learned using few samples. Since normal ECG beats can be easily ob-
tained from patients, a νSV C can then be trained using only the normal ECG
beats from each specific patient. Incorporated with the local information of the
patient, such a trained νSV C can be used as a specific reference adapted to
that patient. On the other hand, binary Support Vector Machines (2SV C) is
known to be a powerful discriminative model [9]. It can be trained using a large
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Fig. 2. Flowchart of the proposed framework for abnormal ECG beat detection.

database which consists of the ECG beats from a large group of people. Such
a 2SV C incorporate the global information of the group of people, and thus it
can be regarded as the reference values based on the general patient population.
Due to different information learned by these two SV Ms, they usually perform
differently in classifying the ECG beats in the long-term ECG recording of the
specific patient. Furthermore, νSV C is a non-discriminative recognition-based
model and 2SV C is a discriminative model. Due to the complementary nature of
such two types of SV Ms, integration of the two types of kernel machines using
an ensemble is expected to perform better than using either of them separately.
Here Decision Template (DT ) [10] is investigated as the fusion rule to integrate
these two hybrid SV Ms. Experimental results using MIT/BIH arrhythmia ECG
database [11] show that our proposed patient-adaptable hybrid kernel machine
ensemble outperforms both the local νSV C and the global 2SV C. Compared to
[2], such a hybrid kernel machine ensemble approach can relieve the doctors from
annotating the ECG beats from each patient beat by beat and shows better or
at least comparable performance to [2] and [3] in detecting the abnormal ECG
beats of the specific patient without requiring annotated ECG from a specific
patient, thus support its feasibility in practical clinical application.

2 Proposed Methodology

Figure 2 illustrates the flowchart of the proposed framework for ECG beat de-
tection. The details are as follows.

2.1 Global Detector – Binary Support Vector Classifier

SV M is increasingly used in many medical applications and has been shown to
achieve better performance than traditional classifiers [9]. SV M has good gen-
eralization ability by finding an optimal separating hyperplane which minimizes
the classification errors made on the training set while maximize the “margin”
between different classes. Given a two-class (labelled by yi = ±1) training set



X = {xi ∈ Rd|i = 1, 2, · · · , N} with N samples which are nonlinearly separa-
ble. The data are mapped to another feature space in which the data can be
separated by an optimal separating hyperplane expressed as

f(x) =
N∑

i=1

yiβiK(xi, x) + b (1)

where b is a bias item, βis (i = 1, 2, · · · , N) are the solution of a quadratic
programming problem to find the maximum margin, k(·) is a kernel function,

such as a Gaussian Radial Basis Function (RBF) kernel k(xi, xj) = e
−‖xi−xj‖2

σ .
There are only a few training samples whose βis are non-zero, called the Support
Vectors, which are either on or near to the separating hyperplane. The decision
boundary, i.e. the separating hyperplane is along these support vectors, whose
decision values f(x) in (1) approach zero. Compared with the support vectors,
the decision values of positive samples have larger positive values and those of
negative samples have larger negative values. Therefore, the amplitude of the
decision value can be regarded as the confidence of the SV M classifier. The
larger the amplitude of f(x), the more confident is the classification.

As a powerful discriminative model, 2SV C is very suitable as a global detec-
tor trained using ECG beats from a group of people. Recently, the application of
SV M to ECG beat classification was investigated [6, 7]. These studies show that
SV M can provide better classification performance than the other classifiers. In
[7] only linear support vector machine was investigated. But the different classes
of ECG beats may not be linearly separable. In [6] a multiple classifier network
was introduced in which support vector machine was the basic classifier. But the
selection of the hyperparameters was not investigated fully, which may limit the
performance of SV Ms. Therefore, there is still some scope to further improve
the ECG beat classification using SV Ms.

2.2 Local Detector – ν-Support Vector Classifier

ν–Support Vector Classifier (νSV C) is a kind of support vector machine [8]
which can be used as an one-class classifier. Different from 2SV Cs, only data
from one-class is used in the training of a νSV C, which makes it very suitable
as a local detector to be trained using only “normal” ECG beats in the scenario
of long-term monitoring of heart patients. νSV C is a recognition-based model
rather than a discriminative model because it tries to estimate the support of
the density of the target data [8]. Given a set of target data X = {xi ∈ Rd|i =
1, 2, · · ·N}, the goal of νSV C is to find a decision function f(x) such that most of
the target data will have f(x) ≥ 0 while most of the outliers will have f(x) < 0.
The target data are mapped into a higher-dimensional space called feature space
φ(x) in which the dot product can be computed using some kernel function,
such as a RBF kernel. The mapped target data are separated from the origin
corresponding the outliers with maximum margin using a hyperplane, which can
be found by solving a quadratic programming problem [8]. The decision function



corresponding to the hyperplane is

f(x) =
N∑

i=1

βiK(xi, x) + b (2)

Similar to 2SV Cs, the amplitude of the decision function of νSV C is propor-
tional to the confidence of the classification.

There are two hyperparameters to be tuned in νSV C and 2SV C using RBF
kernel, the width parameter of the RBF kernel and the regularization parameter
where the latter is used to control the tradeoff of the errors. The hyperparam-
eters of 2SV C can be optimized using cross validation on the training set. The
values of the hyperparameters are chosen so that the error of both target class
and outlier class on the validation set is minimized. As for νSV C, no infor-
mation about the “abnormal” class is available. Such problem can be solved
by generating artificial outliers [12]. Given a set of target samples, some out-
lier samples are generated randomly with the assumption that the outliers are
uniformly distributed in a hypercube or hypersphere. The union of targets and
generated outliers is used as a validation set. Some targets will be excluded by
the decision boundary to make a tighter boundary. Therefore, the νSV C can
be trained properly even if there are some abnormal ECG beats in the training
samples.

2.3 Learning An Ensemble to Integrate Two Hybrid SV Ms

Ensemble is often understood as mixture of experts, classifier fusion and com-
bination of multiple classifiers, etc [10]. It is a mechanism to combine a set of
classifiers so that the resulted ensemble has superior classification performance
over the individual classifiers in the ensemble. The necessary condition to the
success of the ensemble is that the outputs of individual classifiers to the same
inputs must be diverse [13]. The diversity of the two classifiers can be evaluated
using Plain Disagreement Measure (P ) [14]:

– Plain Disagreement Measure (P ): P = Ndis

Nall
, where Ndis is the number of

samples that two classifiers disagree and Nall is the number of all samples in
the validation set. P varies from 0 to 1. The larger the value of P , the higher
the diversity. This measure was recommended for ensemble feature selection
in [14].

The diversity of the classifiers can be obtained by using different training set,
feature subset, classifiers and ensemble rules. Since the νSV C and 2SV C are
trained using local information and global information respectively, the training
sets of such two kernel machines can be considered diverse. Furthermore, the
different nature of the two SV Ms can help to increase the diversity further.
Therefore, the ensemble of such two kernel machines is expected to improve the
classification compared to either of the two SV Ms.

Many fusion rules have been developed. In this study, Decision Template
(DT ) [10] was employed to integrate the two hybrid SV Ms.



– Decision template: The decision template DTj (j = 1, 2) for class yj ∈
{−1,+1} is the average of the outputs of individual classifiers in the vali-
dation set to class yj . The ensemble DT assigns an input x with the label
given by the individual classifier whose Euclidean distance to the decision
template DTj is the smallest. The “normal” data from the specific patient
and the generated artificial outliers can be used as a validation set so that
the decision template of two SV Ms can be learned.

Oracle (ORA) is the optimal case or an upper bound which an ensemble can
reach rather than a real ensemble. It assigns a correct class label to the pattern
iff at least one individual SV M produces a correct class label [10]. Here it is
used for comparison purpose only.

3 Experiments and Results

3.1 Data Preprocessing and Feature Extraction

The ECG signals come from 44 recordings of the original MIT/BIH ECG ar-
rhythmia database [11]. The original signal consists of two leads sampled at
360Hz. The data from lead 1 were used in this study. The signal was first pro-
cessed using two averaging filters to suppress noises [15]. Then the baseline shift
of the ECG signal can be obtained using two consecutive median filters whose
widths are 200ms and 600ms respectively. The baseline was subtracted from the
original signal and the resulted signal was then baseline-corrected [3]. The R-
peak of the ECG signal can be detected using the first derivative of the ECG
signal as in [15]. A window of 180 samples in length was taken to each ECG beats
such that the window covers most of the information from a particular cardiac
cycle, as shown in Figure 1. The signal in each window was then down-sampled
uniformly to form a feature vector of 38-dimensions. It has been shown that R-R
interval is useful in recognition of some abnormal ECG beats [2]. Therefore, it
was also included in this study by appending it to the 38-dimensional feature
vector. The length of the feature vector to represent the ECG beat is then 39.
In order to deal with the variation of the amplitudes of ECG signals among the
different patients, the feature vectors were divided by the mean value of R peaks
in the training data of each patient, so that the maximum value of the each ECG
window was around 1. The normalized ECG feature vectors were then used in
the classification.

3.2 Training and Test Procedure

MIT/BIH arrhythmia ECG database consists of 48 annotated recordings from
47 subjects and each recording is about 30 minutes in length. The labels in the
annotation file made by expert cardiologists are used as the ground truth in
training and evaluating the classifiers. The ECG beats annotated as “normal”
(NOR) are taken as the target class in the current research. All of the other



Table 1. Results (average ± standard deviation) of abnormal ECG beat detection.

Classifiers 2SV C νSV C DT ORA

BCR 0.774 ±0.280 0.881 ±0.146 0.912 ±0.132 0.971 ±0.048

SEN 0.808 ±0.287 0.819 ±0.210 0.876 ±0.195 0.964 ±0.075

SPE 0.819 ±0.252 0.972 ±0.051 0.967 ±0.055 0.980 ±0.044

beats are regarded as outlier class or “abnormal” class, including atrial prema-
ture beats, nodal premature beats, premature ventricular contraction beats and
ventricular escape beats etc.

Four recordings (102, 104, 107, and 217) including paced beats of the MIT/BIH
arrhythmia database are excluded from the study. The ECG beats from the other
44 recordings were split into two parts. The training set of the global 2SV C beat
detector consists of 4000 normal beats and 4000 abnormal beats from 22 record-
ings, which is called TNG. Five-fold cross validation on TNG was used to select
hyperparameters for 2SV C. The ECG beats in each of the remaining 22 record-
ings were split into two subsets. The training sets of the local νSV C detectors
were the normal beats from the first 5 minutes in each recording. Those ECG
beats of the remaining 25 minutes in each recording were used as the test sets.

3.3 Evaluation Measures

Three measures are used to evaluate the performance of ECG beat classifica-
tion, including sensitivity, specificity and balanced classification rate. Sensitivity
(SEN) is the fraction of abnormal ECG beats that are correctly detected among
all the abnormal ECG beats. Specificity (SPE) is the fraction of normal ECG
beats that are correctly classified among all the normal ECG beats. Balanced
Classification Rate (BCR) is the geometric mean of the SPE and SEN .
BCR =

√
SEN · SPE. Only when both SEN and SPE have large value can

BCR has a large value. Therefore, the use of BCR can have a balanced per-
formance in the evaluation of the classifiers which favors both higher SPE and
higher SEN . It is very suitable to this study since the data sets are imbalanced.

3.4 Experimental Results

The classification results of using global 2SV C, local νSV C and the ensembles
are illustrated in Table 1, which are averaged over 22 test sets. The improved
BCRs of the ensembles (DT s and ORAs) over the global 2SV C and local νSV Cs
in the 22 test sets are illustrated in Figure 3. The relations between the improved
BCRs of ensembles (DT s) over the global and local SV Ms and the plain dis-
agreement measure are illustrated in Figure 4.

4 Discussions

It can be observed from Table 1 that the patient-adaptable kernel machine en-
sembles outperforms both the global 2SV C trained using large database TNG
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Fig. 3. The improved BCRs of the ensembles (DT s and ORAs) over the global 2SV C
(A) and local νSV Cs (B) of the 22 ECG recordings.
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Fig. 4. The relation between the improved BCR of the ensembles (DT s) over the
global 2SV C (A) and local νSV Cs (B) and the plain disagreement measure.

after excluding the specific patients to be tested, and using the local νSV Cs
adapted to the specific patients. The improved average BCRs by the ensemble
DT is 13.8% over the global 2SV C and 3.1% over the νSV Cs. Furthermore,
variance of the ensemble is less than either the global 2SV C or the local νSV C.
This supports our claim that the hybrid kernel machine ensemble is superior
than either the global 2SV C or the local νSV C in the abnormal ECG beat
detection of the specific patients.

The local detector νSV Cs outperform the global detector 2SV C in the ab-
normal ECG beat detection of the specific patients. The average BCR of the
νSV C is 10.7% higher than that of the 2SV C. It indicates that the local infor-
mation is more important in the classification of the ECG beats from specific
patient. Incorporation of such local information can help to deal with the dif-
ference between the distribution of training data and test data, hence help to
improve the generalization.

The improved performance of the ensembles varies among the 22 test sets.
The DT ensemble outperforms νSV Cs in all of the 22 test sets in Figure 3



(B) and it outperforms the global 2SV C in 15 of the 22 test sets in Figure 3
(A). An exception is observed in the eighth recording. Here the BCR of DT is
only 42.4% which is far less than 70.6% of 2SV C, though it is still greater than
36.6% of νSV C. We observe that the SPE and SEN of νSV C in this recording
were 100% and 13.4% respectively, which means that it correctly detected all
the abnormal ECG beats but made a lot of false detection of the normal ECG
beats. Since the performance of 2SV C in this recording is also not good, it
may imply that there is a large overlap between the two class which prevents
νSV C from discriminating the two class by modelling the “normal” class only.
The low BCR of DT was then resulted from the low SEN of the local νSV C.
Furthermore, there is a 6.0% gap in terms of BCR between the DT ensemble
and the oracle which means there are still some space for further improvement
of the DT ensemble.

It can be observed in Figure 4 that the plain disagreement measure is re-
lated to the improved BCRs. The larger the value of P , usually the more the
improvement. However, there are only 22 test sets and the classification problem
is different in each test set. Further testing is necessary to make the result more
statistically reliable. This observation is roughly in agreement with [14] though
it was used for ensemble feature selection purpose in [14].

Hu et.al. [2] concentrated on the classification between normal beats and
ventricular ectopic beats using a mixture of two classifiers. The sensitivity and
specificity achieved are 82.6% and 97.1%, which means it BCR is less than
90%. Philip et.al. [3] claimed to have achieved comparable performance to [2].
The BCR of our hybrid kernel machine ensemble is greater than 91% although
only some “normal” ECG beats from each patient are used to train the local
νSV Cs. Therefore, our proposed method shows better or at least comparable
performance compared to [2] and [3]. Another advantage of our method is that
it can relieve the doctors from annotating the ECG beats one by one which is
needed in [2].

5 Conclusion

In this paper, a new hybrid kernel machine ensemble is proposed to detect ab-
normal ECG beats for long-term monitoring of heart patients. A νSV C can be
trained using only some “normal” ECG beats from a specific patient to obtain
local information. A 2SV C can be trained using a large database which consists
of ECG beats from many patients to obtain global information. Due to the dif-
ferent nature of two types of kernel machines, the ensemble of these two SV Ms
using decision template is able to outperform either of the two kernel machines
in detecting the abnormal ECG beats from the specific patients. This approach
can relieve the doctors from annotating the training ECG data beat by beat to
train a local classifier and help improve the generalization. Experimental results
using 44 ECG recordings of MIT/BIH arrhythmia database demonstrate the
good performance of our proposed hybrid kernel machine ensemble and suggest
its feasibility in practical clinical application.
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