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Abstract

One critical issue of MANET is to improve packet delivery in presence of network dynamics.
Proactive MANET routing protocols tend to provide smaller route discovery latency than on-
demand protocols because they maintain route information to all the nodes in the network at
all time. However, the downside for such protocols is the excessive routing control overhead
generated by disseminating periodic HELLO messages and topology control messages. Due
to the resource-constrained nature of wireless networks, the routing overhead increases
channel contention, leads to network congestions and lowers significantly network
performance. In order to mitigate the side effects of the soft update control overheads, we
propose an adaptive neighbor detection algorithm for MANET routing protocols, namely DT
MIAD. By tuning the value of refresh intervals dynamically and automatically, refresh updates
are triggered based on traffic conditions and node mobility. We have shown through
simulations that, the proposed adaptive routing algorithm outperforms traditional proactive
routing protocols like OLSR.
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Abstract— One critical issue of MANET is to improve packet
delivery in presence of network dynamics. Proactive MANET
routing protocols tend to provide smaller route discovery htency
than on-demand protocols because they maintain route infer
mation to all the nodes in the network at all time. However,
the downside for such protocols is the excessive routing ctrol
overhead generated by disseminating periodic HELLO messa&s
and topology control messages. Due to the resource-constiad
nature of wireless networks, the routing overhead increase
channel contention, leads to network congestions and lowgr
significantly network performance. In order to mitigate the
side effects of the soft update control overheads, we propes
an adaptive neighbor detection algorithm for MANET routing
protocols, namely DT_MIAD. By tuning the value of refresh
intervals dynamically and automatically, refresh updates are
triggered based on traffic conditions and node mobility. We lave
shown through simulations that, the proposed adaptive rouihg
algorithm outperforms traditional proactive routing prot ocols
like OLSR.
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In order to mitigate the side effects of the soft update
control overheads, we propose an adaptive algorithm tosadju
refresh intervals of proactive routing protocols accogdin
node mobility.

Up till now, there have been several adaptive routing ap-
proaches for MANETS [6] [7] [8]. Benzaid et al[6] presented
an approach to adjust refresh frequency based on node mo-
bility and the MPR status of its neighboring nodes. Rama-
subramanian et al[7] proposed a zone-based hybrid routing
algorithm that combined proactive and reactive strategies
Boppana et al[8] proposed an adaptive Distance Vectorrrguti
algorithm by adopting flexible route update strategies at:co
ing to conditions. We contend that, although well designed,
these adaptive approaches have the following problems.

First, dependency on network measurement. The routing
performance of the approaches[6] [7] largely depends on the
accuracy of network measurement. Due to network dynamics,
it is still an open question on how to get accurate estima-
tion of real-time network/traffic characteristics in piaet In

Mobile ad hoc networks (MANETSs) are characterized witgonsequence, the applicability of these algorithms might b
frequent topology changes and resource constrains (sucheapardized.
battery life and bandwidth). Typical MANET applications, Second, increased complexity. For example, in [7], the
including emergency rescue operations, and battlefield- cogperations in zone maintenance and continuous network mon-
munications, exhibit high degrees of connection dynamies ditoring not only introduce extra processing overhead bsib al
to mobility and complex natural environments (thunders®r increase the complexity in configuration and implementa-
etc). Consequently, a fundamental challenge in ad hoc ngén. The performance of ADV algorithm[8] is determined
works is the design of routing protocols that can respong) constant trigger thresholdswhich need to be manually

quickly to network conditions.

configured.

Proactive protocols like OLSR [1], TBRPF [2] and Third, unbounded performance. For example, in ADV
DSDV([3] tend to provide smaller route discovery latencyrthaalgorithm[8], the route update frequency increases quickl
on-demand protocols like AODV[4] and DSR[5] because thayith node mobility, which brings larger overheads than pe-
maintain route information to all the nodes in the network atodic updates. Also, since only partial route informatisn

all time.

maintained, ADV takes longer for a new connection to find a

However, the downside for such protocols is the excessivalid route.

routing control overhead generated by disseminating dirio

In order to solve these problems, this paper proposes an

HELLO messages and topology control messages in stamaptive neighbor detection algorithm, namBly_MIAD. By
maintenance. Due to the resource-constrained naturestiy®a tuning the value of refresh intervals of soft-state timdys
routing algorithms have a fundamental trade-off between thamicallyandautomatically the refresh updates are triggered
performance and the routing overhead. Although a small fgased on network load and mobility conditions. We have

fresh interval could speed up adaptation to network coorusti

shown with simulations that, the proposed adaptive routing

the overhead introduced might cause channel congesti@hs algorithm outperforms traditional proactive routing rcols

lower network performance.

like OLSR.



Compared with existing algorithm, our approach has thetervals to speedup failure detection, while low mobibityly
following benefits. needs relatively large intervals to reduce control ovedhea
First, the operations of the proposed algorithm are indepddue to the non-uniform distribution of node mobility, both
dent of network measurement and node mobility detectio'emporally and spirally, the fixed timer intervals fail to be
Based on analytical studies on link change rate, we proposeftective when/where the node mobility is high and efficient
simple method in detecting node mobility. when/where the node mobility is low. Thus, the refresh inter
Second, the proposed algorithm is simple in both configuals need to be adapted to network conditions.
ration and implementation. The adaptability process ialliot
automated with only a few parameters. Enlightened by the Ill. PROBLEM FORMALIZATION

feedback based control theory, the proposed algorithm ean b order to achieve the goals above, we must find solutions
implemented incrementally, with no need to make significajf adjusting refresh intervals dynamically, so that witte th
changes to the existing protocols. increase of node velocity, the throughput degradaticaioser
The rest of the paper is organized as follows. Sectiontgan the existing solutions (with fixed timer intervals). In
gives some background information on traditional proactithis section, we present a formal definition of the adaptive
rOUting algorithms. A formal definition of the adaptabi”tyrouting pr0b|em, followed by ana|ysis on the Corresponding

problem is presented in section 3. Section 4 gives the @ettaiperformance boundaries in terms of link detection latemzy a
description of the routing algorithm. Section 5 introdutfes ontrol overhead.

simulation configurations used in this study. Section 6 ¢més
our observations based on the NS2 simulations. Related wdérk Definition
is listed in Section 7 and conclusions are summarized i”Let r be the refresh rate. Le®(r)

> be the quantitative
Section 8.

relationship between refresh rate ¢ and routing throughput

Il. TRADITIONAL PROACTIVE ROUTING PrROTOCOLS For  G(i-e. Gain). LetC(r) be the quantitative relationship between

MANETS refresh rate € ¢ and routing overhea@(i.e. Cost). Based on
the studies on the impacts of HELLO refresh rate on routing

In th's section, we present an overview of the trad't_'on?llerformance, we can infer that, given that other factorsi{su
proactive routing algorithm including Link State algorth as velocityv € y) be the same

such as OLSR and Distance Vector algorithm such as DSDV.
In Link State(LS) protocols like OLSR[1], each node dis-

covers and maintains a complete and consistent view of the

network topology, by which each node computes a shortest C(r1) < C(r2)

path tree with itself as the root (i.6sPF algorithm), and -

applies the results to build its forwarding table. This assu , wherer; <r;

that packets are forwarded along the shortest paths to theiTherefore, we expect to find a functidn satisfying

destinations.

G(rl) < G(I’z)

LS protocols rely on periodic refresh messages to reflect If,Vr,r e @ry <ro,
topology changes and maintain correct topology infornmatio
Each node sends HELLO messages periodically to discover r(t) = f(v,p,t),

new neighbors and detect link failures. Unlike LS protocols

such as OSPF, in which the topology update is triggered by1
network change events, LS protocols in MANETs advocate ey,
periodic topology update strategy, in order to avoid thgdar

amount of topology update messages triggered by frequent rL<r(t)<rz

topology change events. Gy(r1) < Gy(r) < Gy(r2)
In Distance Vector(DV) protocols like DSDV[3], each node - -
maintains a routing table containing the distance fromifitse Cu(r1) <Cy(r) < Cy(r1)

to all other nodes in the network. Each node broadcasts

periodically its routing table to each of its neighbors asds1 ~ 2)

similar routing tables from neighboring nodes to update its YW1, V2 € Y,V1 < Vo,
table. The route selection is based on Distributed Bellman-
Ford(DBF) algorithm. To keep up with network changes, DV
algorithm use both periodic and triggered updates.

The main problem of traditional proactive routing pro-
tocols (especially LS algorithm) lies in the use of fixed
timer intervals. The refresh intervals are configured by ad-The following theoretical analysis on performance shows
ministrators, usually with the default values recommenioled that, the solution satisfying the above requirements wbaice
protocol designers. Basically, high mobility demands $mabounded link detection latency and control traffic overhead

G () -G (1) <

Gy (1) — GVz(rl)‘

G (N~ Gy 1) <

Guy(12) ~ Gy, 12)|



B. Bounded Link Detection Latency

Link change events include link breakage and link estab- C< /T rodt =r,T
lishment. First, let’s look at the link failure detectiortdacy. 0

We assume that the arrival of a link failure event is an in- V. PROPOSEDADAPTIVE NEIGHBOR DETECTION
dependent, identically distributed Poisson process writired MECHANISM

rate A. The assumption is reasonable, if the node degree iSIn this study, we improve periodic update strategies of

small and the nodes are moving randomly so that the proc%§(§stin roactive routing protocols by adapting dynariyca
of link breakage is totally random. gp gp y pting dy

Consider an arbitrary period, startingt@tLet Ly, be the link refresh rates to neighbor changes. The proposed method

breakage detection latency of the proactive neighbor Bgnsinhe”ts simplicity and robustness from traditional ssifite

. : L mechanism. On the other hand, the adaptability to mobility
mechanism. LeK;, be the time offirst link change occurrence .
1 helps achieve the balance between performance and overhead

aftertg. Let mx T be the link state time-out interval & - )

. . (IJ% : o : In the following paragraphs, we present the details of our

(i.e. m times of HELLO interval), which is used by soft-state . -

timer to detect link breakage. proposgd algorithm, na_lmelyT_MlAD (Dynamic Timer Based
on Multi-Increase Additive Decrease).

The proposed dynamic timer algorithm based on MIAD is
| X0 | | inspired by control-theoretic adaptive mechanisms sintida
those widely adopted in the Internet, i.e. Additive Inceeas
Multiplicative Decrease(AIMD) of TCP, which is used to
adjust sending rates in response to network congestioas: th

Fig. 1. Soft State based Failure Detection sending rate of TCP in congestion avoidance state is cdeirol
) ) by a congestion window which is halved for every window of
Then the link breakage detection latency/ohtto can be gata containing a packet drop, and increased by one packet
approximated by, per window of data acknowledged. Our approach in this
1 m algorithm uses a Multiplicative-Increase Additive-Dexse
Lp =to+msx o) X = S (Xp—to) (1) (MIAD) controller to adapt the soft-state refresh rateo the
_ 0 _ 0 conditions of node mobility and data traffic.
According to the assumption, Briefly, refresh rater is multiplied by factora (a > 1) if
node mobility or data packet drop rate increases, and otkerw
Xo—to U exp(A) (2) decremented by factop. By aggressively increasing in
presence of rise of packet failure rate and network chartge ra
the routing algorithm improves link detection process, ahhi
reduces packet drops and increases link availability. \When
link change rate descends, the routing algorithm lowergséf

10 X 10+r 10+2r

Therefore, the expected link detection latencyfofat ty
therefore can be approximated by,

m 1
lp=E(Ly) = r(to) E(X%—to) = r(to) A (3) frequency conservatively, which finally reaches a steadiest
, Therefore, the key question is, what is the quantitative
<
Givenry <r(to), relationship between node mobility and the link change®ate
LU 1_m 1 (4) fitis linear, the node mobility can be simply detected by
rito) A—"rp A monitoring the link change rate. We clarify this issue in the
Therefore, the link failure detection latency is bounded d!lowing paragraphs and present the details of the prapose
losr,. algorithm.
Similarly, the link discovery latency (i.e. the delay in Any change in the set of links of a node may be either
discovering new established links) is bounded. due to the arrival of a new link or due to the breaking of a
currently active link. Thus, the expected link change rate f
C. Bounded Control Overhead a nodey is equal to the sum of the expected new link arrival

One lesson from existing adaptive routing algorithms ig theaten and the expected link breakage rate
the control overheathustbe bounded. The control overhead Prince Samar and Stephen B. Wicker studied the theoretical
should not increase linearly with network conditions. quantitative relationship between link change raieand
Consider an arbitrary period, starting &t The control factors including node velocity in [9]. They found that, in
overhead generated during the peritg fp+ dt] could be ap- a practical ad hoc or sensor network where "the number of
proximated byC(to) = r(to) * 8. The overall control overhead neighbors of a node is bounded”, the expected rate of link

could be approximated by breakageg is equal to the expected rate of new link arrivals
T T n. Therefore, the expected link change rate for a npeguals
C— Zr(t)& i/ r(t)dt 2 times of the expected new link arrival rate
0 Equation (5) describes the expected new link arrival rate

Givenr <ro, [9].



TABLE | Algorithm 1 DT_MIAD
DT_MIAD NOTATION

Input: hp < %
h«—h
hg Initial HELLO interval of nodei . 0
link_chgcnt | Change rate within current refresh period link_chg.cnt < O
prev.chg.cnt Change rate within previous refresh period prev_chgcnt<— 0
prev2_chg.cnt Chaﬂ_ge rate within the period before previous pre\Q_chgcnt —0
B Additive decrease rate restof 'n't()
a Multiplicative increase rate -nt
Pmax Upper limit of refresh interval loop
Nmin Lower limit of refresh interval ProporgateRefreshMsg()
if link_chgcnt > prev.chgcnt then
TABLE Il if link_chgent — prevchgent > prev.chgent —

MAC/PHY LAYER CONFIGURATIONS pre\/2_chgcnt then

h — decrh.ival(h)
MAC Protocol IEEE 802.11 end if
Radio Propagation Type TwoRayGround

Interface Queue Type | DropTailPriQueu end _'f )
Antenna Model OmniAntenna h — incr_h.ival(h)
Radio Radius 250m prev2_chgcnt «— prev.chgcnt

Channel Capacity 2Mbits
Interface Queue Lengthl 50

prev.chgcnt < link_chgcnt
link_chgent«— 0

DELAY(h)
[*Performing other operations during the delay*/
end loop
: ORS V2 [T b+ /b2 —\2sir?@
W) = 5 l7 ), PO e }* ———— decrh.ival(h) ————— */
, V Input: h>0
+b%e(p)] (5) output: h« decth.ival(h)

3
if h < bhnin then

h — hmin
end if
SynchronizeTimerInterval()

Here, € is the standard Complete Elliptic Integral of the
Second Kind;g is the direction of motion (i.e. the degree of
the angle with x axis);p(@) equals H 3coq2¢); R is the
transmission rangeg is the average density of nodes within
a transmission zondg is the maximum velocity.

Consider the impacts of node velocityn link change rate
Y, i.e. (é—”\j the derivative of with respect tos. We obtain the
following equations.

¥ ———— incr_h_ival(h) —— */
Input: h> 0 andhpax< %
Output: h« incr_h_ival(h)

. h— h
/ 1-h«f
b >0 ® i hSTee then
>0 7 h < hmax
! % end if

From Equation(6)(7), with the increase of node velocitg, th  SynchronizeTimerinterval()

expected link change rate increases. Moreover, the inagas

speed of the expected link change rate increases with the nod

velocity. Therefore, we can examine the dynamics of link

change rate in order to detect any changes of node mObiIitPfetwork. Nodes are placed in a 1008 field. All simulations
The pseudocode of the proposed algorithm is as shown i tor 100s.

Algorithm 1. We use the notation as shown in Table I.

We use the Random Trip Mobility Model, "a generic mobil-

V. PERFORMANCEANALYSIS ity model that generalizes random waypoint and random walk
_ ) to realistic scenarios” [12] and performs perfect initalion.
A. Simulation Set-up Unlike other random mobility models, Random Trip reaches

We implement the proposed algorithm in the OLSR implea steady-state distribution without a long transient plrarsg
mentation that runs in version 2.9 of NS2 [10] and uses tliere is no need to discard initial sets of observations.
ad-hoc networking extensions provided by CMU [11]. The The mean node speed,ranges between 1m/s to 30m/s. For
detailed configuration is shown in Table II. example, when the mean node speed is 20m/s the individual

We use a network consisting of n nodas= 20 to simulate node speeds are uniformly distributed between Om/s and
a low-density networkn = 50 to simulate a high-density 40m/s. The average node pause time is set to 5s.
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A random distributed CBR (Constant Bit Rate) traffic model
is used which allows every node in the network to be a
potential traffic source and destination. The rate of eacRCB
traffic is 10kb/s. The CBR packet size is fixed at 512 bytes. ooof
There are at least/2 data flows that cover almost every node.

For each sample point presented, 100 random mobility
scenarios are generated. The simulation results are fterea
statistically presented with the mean of the metrics and the
errors. This reduces the chances that the observations are
dominated by a certain scenario which favors one protocol
over another. s00f [

1000 - T
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700

Average Throughput ( bytels )

600

B. Performance Metrics w00
0

In each simulation, we measure each CBR flow’s throughput g s ()
and control traffic overhead and then calculate the mean (a) Throughput
performance of each metric as the result of the simulation. o

Throughputis considered as the most straightforward metri o ‘ ‘ ‘ ‘ T e
for the MANET routing protocols[13]. It is computed as the o ~ . _ormmo
amount of data transferred (in bytes) divided by the sinmdat R/‘\[\x\{/x
data transfer time (the time interval from sending the fiBRC 1ar i 1
packet to receiving the last CBR packet). .

The control overhead consists of HELLO messages and TC
messages. Considering the broadcasting nature of theotontr
message delivery, the packets are counted by summing up the
size of all the control packet®ceivedby each node during
the whole simulation period. 1

L L
25 30 35

Normalized Routing Overhead
N
N

C. Observations S e

In this section, we compare the routing performance of ‘ ‘ ‘ ‘ ‘ ‘
the proposed adaptive routing algorithm with that of stadda ° ° T st (ms) * *
proactive routing protocol, and present the observatiomeu (b) Overhead
various factors, such as node velocity and node density.

As shown in Fig 2 and Fig 3)T_MIAD achieves as good Fig. 2. Performance obT_MIAD (n=20)
routing throughput as standard OLSR with smaller intehzal(
1s) but with much less overhead. For example, as shown in

t':r:th(fb)’tthz O\ée(r)hl_egg @;‘MlAﬁ)l istp LO_ 2:%:? Ielss.t_han extension to OLSR. A fast moving node refreshes the links
at of standar with small refresh interval 13); in to its MPR nodes at a higher frequency than its non-MPR

a?ldmgn, Ehe (I)ve_rhezéd dij_T__MIAI_ﬂ In_cre_?ses v|V|tr|1 the 'Ecreaieneighbors by means of Fast-Hellos. Fast-Hello messaggs onl
of nodes’ velocity, but it is still significantly less thaneth . i i the address of its MPRs.

overhead of standard OLSR. R b . t all? d a hvbrid i |
Further performance comparison with standard OLSR with ramasubramanian & a[ ] proposed a nybrid routing al-
orithm which adopts optimal routing strategies based on

i _ g
larger interval f = 2s) shows thatDT.MIAD shows better eparate application-level control requirements. It dies

adaptability to node mobility. With the increase of nod% defin " d des. Th d
velocity, the performance degradation DT_MIAD is much y detining proactive zones around some nodes. The nodes
ga distance less than or equal to the zone radius are within

less significant. For example, as shown in Fig 3(a), when tt " d maintai ¢ tivel o t
node velocity increases from 10m/s to 20ni§,_MIAD has € proactive zone and maintain routes proactively oniy

14.6% performance drop, while standard OL3R=(2s) has cent_ral F‘Ode- Al ”°d¢s not in the prqactlve zone of a given
up to 32.6%. destination use reactive routing algorithm to discovertesu

To summarize, DT MIAD algorithm satisfies both of to that node. Adjusting the zone radius changes the extent of

the requirements described in section IlI-A with bounde'ﬂlroac'['ve routing and reactive routing. ) )
throughputs and overheads. The simulation results shotw tha BOPPana et al[8] proposed an adaptive Distance Vector
DT_MIAD outperforms the standard proactive routing algdgeuting algorithm. Like DSDV[3], ADV exchanges route up-

rithm in terms of the balance of throughput and overhead. dates between the neighboring nodes. However, only the rout
entries of active nodes are advertised, which reduceszbe®si

VI. RELATED WORK route update messages. In addition, route updates areteidg
In order to meet the need for fast mobility in Mobile Ad-only under certain conditions, such as route unavailgbilit
hoc Networks, Benzaid et al[6] presented an FAST-OLSRigger thresholds are used to determine whether a "partial




1100

1000~

©

S

3
T

several other MANET routing protocols, including DSDV and
AODV. The results will appear in our ongoing work.

The original data, the source codes and the scripts used
in this study are all available from the authors’ websites
(www.cs.ucl.ac.uk/staffly.huang/dt).
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update” or a "full update” is advertised.

VII. CONCLUSIONS

In this study, we present an adaptive scheme for proactive
routing protocols and propose an adaptive neighbor detecti
algorithm, namehDT_MIAD. We evaluate the performance of
the algorithm through extensive NS2 simulations over a wide
range of network scenarios. The results show that the pegpos
algorithm has better adaptability and routing performahea
standard proactive routing algorithms.

The proposed algorithm is not limited to OLSR. First,
statistics of link change events can be calculated in motteof
existing MANET routing protocols. Therefore, the design of
the algorithm is independent of any specific routing pro®co
or technologies. Second, the implementation is highly modu
larized with well-defined interfaces. Plug-ins and IPC €mnt
Process Communication) techniques are used. Such modular
design facilitates porting the implementation to othertiray
protocaols.

In order to demonstrate the generic aspect of the proposed
algorithm, we are currently implementing and evaluatinip it
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