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Most Systems Are Complex 
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And Software Content is Growing 

An automobile now has much more software in 
it than a Boeing 777! 



www.thei3p.org 

Not to Mention Medical Devices … 
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But We Do Not Always Design Well 
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And What Are People Doing on 
Our Networks? 
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Example: Car-hacking 
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The View from Above 

It’s not just technology. It’s 

• Economics 

• Psychology and sociology 

• Business needs 

• Legal constraints 

• Ethical considerations  

• And more 
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Examples 

• Usability 

• Insider Threat 

• Cognition and incentives 

 

• Application: Spear phishing 
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Usability 

Consider basic functionality: 
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And Think About Context of Use 
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Usability Example: Ulster Bank 

When you open an account, the bank sends you 
four things: 

• A smartcard reader 

• A separate letter with the actual smartcard 

• A separate letter with a onetime PIN for the 
smartcard 

• A separate letter with a onetime 10-digit 
activation code for the service 
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So How Do You Establish an 
Account? 

There are several 
steps. First get 
out the card-
reader and 
instructions. 
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Second Step: Go to the Online Site 
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Next Steps 

• Change the PIN on the smartcard. 

• Enter your customer number. 

• Enter your user ID. 

 

So far, so good. 
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Enter Randomness 
• Enter three digits from a different PIN.  

The first line asks for the third, second and fourth digits 
of your PIN, rather than the entire PIN; this sequence 
changes each time you log in. 
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Even More Steps 
 

• Enter a new PIN. 

• Enter a new password. 

• Enter your activation code. 
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Help! 

There is a Help 
function, but it 
does not go into 
enough detail. 
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Insider Threat 

• What do we mean by an insider? 

• What kinds of insider actions put 
organizations or their resources at some risk? 

• What can we do to reduce the risk of 
threatening insider actions? 
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Who is an Insider? 

• Insider: A person with legitimate access to an 
organization’s computers and networks. 

• Examples: 

– Employees 

– Students 

– Contractors 

– Auditors 

– Temporary business partner 
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What is an Insider Threat? 

An insider’s action that puts at risk an 
organization’s data, processes, or resources in a 
disruptive or unwelcome way. 
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Framework for Understanding the 
Threat 

• The organization 

• The system 

• The individual 

• The environment 
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The Organization 

• Defines legitimate access 

• Decides to whom to give access 

• Defines security policies 

– De facto policy vs. de jure policy 

• Declares goals and strategies 

• Encourages an organizational culture 

– What is tolerated 

– What is encouraged 
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The System 

• Physical access control 

• Interaction with other systems 

• Implements policies (correctly?) 

• Three cases: 

– The system is not involved (e.g. stealing money 
from the till) 

– The system is the object of the behavior (e.g. a 
logic bomb or denial of service) 

– The system enables the threat 
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The Individual 

• Not a new notion: employee deviance 

• Intent matters: malicious vs. non-malicious 

• Motivation matters, too: 

– Derives from inside the organization? The 
organization has choices for prevention or 
deterrence 

– Derives from outside the organization? Few 
choices 
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The Environment 

• Laws 

• Regulations 

• Ethics 

• Organizational rules and customs 

– Example: choosing not to report a breach 
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Cognition 
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We Can’t Multi-Task 

• Primary task vs. secondary task 

– Inattentional blindness 

– Rewards for primary task 

• Information overload 

– George Miller: 7 +- 2 

– Intel no-email day 

– Gary Klein: Recognition-primed decision-making 
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Is This Reasonable? 
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Is This Information Overload? 
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TMI? 



www.thei3p.org 

Is This an Improvement? 
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Is This Better? 
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Add Other Cognition Effects to the Mix 
• Based on experiences 

– Recency effect 

– Status quo bias 

– Recognition better than recollection 

– Interference 

– Identifiable victim effect 

• Framing effects 

• Confirmation bias 

• Bystander effect 
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Understand the Nature of Trust 

Example: Tenner 
(1991)  describes 
how trust in 
technology leads 
to riskier 
behaviors 



www.thei3p.org 

Metaphors and Understanding 
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Incentives Can Help 

• Reminders:  How often? How much 
information? 

• Incentives to encourage good “security 
hygiene” 
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Example:  Spear Phishing Studies 

• Spear-phishing is a targeted form of email 
phishing. 

– Someone plausible (employer, colleague, 
associate) seems to be sending the email. 

– Seemingly legitimate topic 

– Urgency of a response: “Just click on link or open 
attachment” 
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Example:  Spear Phishing Studies 

• Why do people click? 

– No red flags, curiosity, haste, illusion of 
invulnerability 

– “It’s not my problem – it’s Security’s problem.”  

• What do we want users to do? 

– Think before clicking 

– Know what to do instead of clicking 

– Report if they click 
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Changing Behavior 

Error 
Identification 

Awareness and 
Education 

Enduring 
Behavior 
Change 



www.thei3p.org 

Hypothesis 

If users are provided with training 

immediately following an error in judgment, 

then they will be less likely to make the 

same error later, when presented with a 
similar judgment. 
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Multiple Frames 

• Gain vs. loss 

• Individual vs. group 
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Results? 

• Good news: 

– 98 (7%) of participants clicked on none of the 
three trials 

– What are they doing right? Oblivious, lucky, or 
smart? 

• Bad news: 

– 146 (10%) of participants clicked on all three 
trials 

– Will any training affect this group? 
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What Should We Do? 
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First, Examine Your Current Approach 
(Source: Gunnar Peterson) 

Reckless Prudent 

Deliberate 

Inadvertent 

“We don’t have 
time for design.” 

“What is access control?” 

“We have to ship 
now and deal with 
the consequences 

later.” 

“How can we 
learn from our 

mistakes?” 
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Next, Pay Attention to This 
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Example: Opt-in vs. Opt-out 
Agreeing to organ donation during drivers’ 
license registration: 

• In Germany and the US: opt-in 

– Result? About 14% of drivers are organ donors 

• In Poland and France: opt-out 

– Result? About 90% of drivers are organ donors 
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Account for Human Variation 
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Especially Novice, Master, Expert 
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Account for Cognitive Load 
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And Have Realistic Expectations 
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What to Do? (1 of 2) 

• Requirements  

– Include significant user-sensible, testable requirements 
that reflect how people perceive and react 

• Design 

– User-centered design that can be prototyped and 
evaluated 

• Testing 

– Simulations 

– Tests in real situations with variety of users: novices, 
masters, experts 
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What to Do? (2 of 2) 

• Evolution 

– Look at trouble tickets, other evidence of use and 
consequences, and redesign according to what 
you learn. 

• Include behavioral scientists on development, 
evaluation and maintenance teams 

–  Or at least train your developers to be sensitive 
to human perception and action. 
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