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Abstract 
 
 
The basic idea behind the Fisher kernel method is to train a (generative) hidden Markov 
model (HMM) on data to derive a Fisher kernel for a (discriminative) support vector machine 
(SVM).  The Fisher kernel gives a ‘natural’ similarity measure that takes into account the 
underlying probability distribution.  If each data item is a (possibly varying length) sequence, 
each may be used to train a HMM, with the average of the models in the training set used to 
construct a global HMM.  It is then possible to calculate how much a new data item would 
‘stretch’ the parameters of the existing model.  This is achieved by, for two data items, 
calculating and comparing the gradient of the log-likelihood of the data item with respect to 
the model with a given set of parameters.  If these ‘Fisher scores’ are similar it means that 
the two data items would adapt the model in the same way, that is from the point of view of 
the given parametric model at the current parameter setting they are similar in the sense that 
they would require similar adaptations to the parameters.  This brief note introduces the 
Fisher score and the Fisher kernel, then reviews the literature on Fisher kernels. 

UCL DEPARTMENT OF 
COMPUTER SCIENCE 
 



The Fisher Kernel: A Brief Review Martin Sewell

1 Definitions

Let P (x|θ) be a probability model, where x is a data item and θ is a vector of the model parameters. ∇θ is the
gradient operator with respect to θ, and loge P (x|θ) is the log-likelihood of x with respect to the model with a given
set of parameters θ. Then the Fisher score, Ux, is the gradient of the log-likelihood of x with respect to the model
with a given set of parameters θ.

Ux = ∇θ loge P (x|θ)

The Fisher score gives us an embedding into the feature space RN . The Fisher kernel refers to the inner product in
this space, and is defined as

K(xi, xj) = UTxi
I−1Uxj

where I is the Fisher information matrix. The Fisher kernel engenders a measure of similarity between two data items
xi and xj by defining a distance between them, and can be used with any kernel-based classifier such as a support
vector machine (SVM).

2 Literature Review

Jaakkola and Haussler (1999a) introduced the Fisher kernel (named in honour of Sir Ronald Fisher), thus creating
a generic mechanism for incorporating generative probability models into discriminative classifiers such as SVMs.
Jaakkola and Haussler (1999b) introduced a generic class of probabilistic regression models and a parameter estima-
tion technique that can make use of arbitrary kernel functions. Jaakkola et al. (1999) applied the Fisher kernel method
to detecting remote protein homologies which performed well in classifying protein domains by SCOP (Structural
Classification of Proteins) superfamily. Jaakkola et al. (2000) found that using the Fisher kernel significantly im-
proved on previous methods for the classification of protein domains based on remote homologies. Moreno and
Rifkin (2000) used the Fisher kernel method for large scale Web audio classification. Smith and Niranjan (2000)
give some experimental justification for the Fisher kernel. They explain that Fisher kernels limit the dimension of the
feature space, and their results suggest that limiting the feature space dimension may give some beneficial regular-
ization, particularly when the two classes are very inseparable. They also discuss the fact that when data is costly to
label, Fisher kernels provide a means of using both the labelled and unlabelled data. Fine et al. (2001) built a hybrid
Gaussian mixture model (GMM)/Fisher kernel SVM and applied it to speaker identification, with positive results.
Vinokourov and Girolami (2001) successfully employed the Fisher kernel for document classification. Wan and
Renals (2002) used SVMs for speaker verification and identification tasks. They compared the polynomial kernel,
the Fisher kernel, a likelihood ratio kernel and the pair hidden Markov model (HMM) kernel with baseline systems
trained on a discriminative polynomial classifier and generative GMM classifiers. The Fisher kernel performed well.
Wan and Renals (2003) applied SVMs to speaker verification using the Fisher kernel and the likelihood ratio kernel.
Saunders et al. (2003) showed how the string kernel can be thought of as a k-stage Markov process, and as a result
interpreted as a Fisher kernel. Tsuda et al. (2004) analysed the statistical properties of the Fisher kernel. Nicotra et al.
(2004) extended the Fisher kernel to deal with tree structured data. Kersting and Gärtner (2004) extended the Fisher
kernel to logical sequences (sequences over an alphabet of logical atoms). Their experiments showed a considerable
improvement over results achieved without Fisher kernels for logical sequences.

Wan and Renals (2005) present a text-independent speaker verification system using SVMs with ‘score-space
kernels’—kernels that generalize Fisher kernels and are based on underlying generative models such as GMMs.
Holub et al. (2005) successfully combined generative models with Fisher kernels to realize performance gains on
standard object recognition data sets. Elkan (2005) investigated the Dirichlet compound multinomial (DCM) Fisher
kernel (the Fisher kernel induced by the DCM distribution). His experiments showed that the DCM Fisher kernel
performed better than alternative kernels for nearest-neighbour document classification, but that the term frequency-
inverse document frequency (TF-IDF) representation still performed best. Dick and Kersting (2006) developed Fisher
kernels for relational data. Gunsel et al. (2006) compared the classification performance of HMMs, SVMs and an
SVM with a Fisher kernel on a small database of two-handed gestures. On average, the HMM performed best, but the
single best result was due to the Fisher kernel. Perronnin and Dance (2007) applied the Fisher kernel framework to a
visual vocabulary, i.e. a GMM which models the generative process of the low-level feature vectors extracted from
images. They showed that the proposed approach is actually a generalization of the popular bag-of-visterms. In a
new method for topic-based text segmentation, Sun et al. (2008) introduced a latent Dirichlet allocation (LDA)-based
Fisher kernel to exploit text semantic similarities, then employed dynamic programming to obtain global optimiza-
tion. Chappelier and Eckard (2009) (1) introduced a new, rigorous development of the Fisher kernel for the Proba-
bilistic Latent Semantic Indexing model (PLSI), addressing the role of the Fisher Information Matrix, and uncovering
its relation to the kernels proposed so far; and (2) proposed a novel and theoretically sound document similarity mea-
sure, which avoids the problem of ‘folding in’ unknown documents. Their overall conclusion, however, was that
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PLSI is not well-suited for large scale ad hoc information retrieval (IR), mainly because it is not a fully generative
model. Aran and Akarun (2010) proposed a multi-class classification strategy that applies a multi-class classification
on each Fisher score space and combines the decisions of multi-class classifiers. They showed experimentally that
the Fisher scores of one class provide discriminative information for the other classes as well. The authors applied
their technique to a sign language data set with significant success.
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