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Abstract

The nodes of proactive MANET routing protocols maintain routing information via periodic
(link) state advertisements in the presence of frequent topology dynamics. However, the
overhead introduced by the state advertisements may lead to performance degradation and
consume battery power. Therefore, the unique characteristics of MANETs call for a
comprehensive and quantitative analysis of the performance of proactive routing protocols. In
this study, we present a quantitative study to investigate the impact of spatial topology
redundancy on OLSR's performance. In particular, three options for link state advertisements
are studied: the directed MPR subgraph option, the undirected MPR subgraph option and the
full graph option. Simulation based experiments are performed in order to quantify the impact
of several factors on the performance. The results of our analysis reveal that, in low-density
networks, topology redundancy improves the routing throughput, at the cost of increased
control overhead. In high-density networks, topology redundancy leads to performance
degradation.
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Abstract— The nodes of proactive MANET routing protocols it is not clear how the optimized topology advertisement
maintain routing information via periodic (link) state adv ertise- method and routing changes (in the control plane) may impact
ments in the presence of frequent topology dynamics. Howewe at5 transfer performance metrics (in the user plane) like

the overhead introduced by the state advertisements may leato d-t d th hout. M v it | ¢
performance degradation and consume battery power. Therefre, EN0-10-€N roughput. More generally, It 1S necessary 10

the unique characteristics of MANETs call for a Comprehen_ Clarify hOW State redundancﬁ.e. extra I|nk state information
sive and quantitative analysis of the performance of proaite in each TC message) affects the routing and data transfer

routing protocols. In this study, we present a quantitativestudy performance. Although it is known that spatial redundancy
to investigate the impact of spatial topology redundancy on ;, giate advertisements introduces extra control overhead

OLSR'’s performance. In particular, three options for link state . . -
advertisements are studied: the directed MPR subgraph optin, the possible improvements on routing performance and data

the undirected MPR subgraph option and the full graph option.  transfer performance are not well studied.
Simulation based experiments are performed in order to quatify Clausenet al [5] investigated two topology advertisement
the impact of several factors on the performance. The resust options, namely (1) MPR full link-state option (i.e. only

of our analysis reveal that, in low-density networks, topabgy \1pR nodes advertise links to all their neighboring nodes)
redundancy improves the routing throughput, at the cost of

increased control overhead. In high-density networks, toplogy @nd (2) full link-state option (i.e. all nodes advertise the
redundancy leads to performance degradation. links to all their neighboring nodes). They conclude tha th

additional link state information provides better robests
against moderate node mobility.

Routing in Mobile Ad hoc Networks (MANETS) is chal- |n this study, we present an in-depth analysis of the impact
lenging because mobility causes frequent topology changgisspatial topology redundancy on OLSR routing performance
and resilient and robust mechanisms are thus required (ifder various factors, including node velocity, node dgnsi
discover and maintain real-time route state informatioheW and refresh intervals. Three types of topology informatios
the nodes move, the established routes may get broken, gbeisidered: (1) partial topology based on a directed MPR
the routing protocols must respond quickly to such failureubgraph, (2) partial topology based on an undirected MPR
and find an alternative loop-free route. Besides the topologubgraph and (3) full topology consisting of all symmetric
dynamics, the routing protocols in MANETs have to deainks in the network.
with resource constraints, such as bandwidth and energyrhe rest of the paper is organized as follows. Section 2 gives
consumption, inherent in wireless environments. background information on the topology diffusion mecharss

Proactive routing protocols for MANETSs are table-driverin original OLSR routing protocol. Section 3 presents the
by which means the nodes maintain routes to all destinatio@?oposed topo|ogy advertisement Options_ Section 4 de&ri
In the presence of the frequent topology changes, the noggs NS2 simulations used in this study. Section 5 shows our

broadcast periodic Topology Control (TC) messages in ti@servations based on the simulations. Conclusions ancefut
network to enable other nodes to maintain correct routiRghrk are summarized in section 6.

information. Due to the limitations on bandwidth and energy
the dissemination of topology advertisements needs to bg| Tue OPTIMIZED LINK STATE ROUTING PROTOCOL
optimized in order to reduce the resource consumption.

For example, Optimized Link State Routing (OLSR)[1] In the following paragraphs, we introduce briefly the topol-
uses a Multi-point Relay (MPR)[2] mechanism to reducegy diffusion mechanisms in OLSR routing protocol.
the amount of state information in each TC message[1l], theOLSR inherits the concept of the link state (LS) routing but
number of TC messages generated and the number of With flooding optimizations. In traditional LS-based ragi
message retransmissions. Existing studies of the perfarenaprotocols, each node floods its local link-state informatio
of the MPR mechanism prove its validity in delivering thether nodes in the network once it detects the link changes
messages to each node[3], and its efficiency[2][4]. Howevdetween itself and its neighbors. Unlike the traditional LS

I. INTRODUCTION



method, OLSR uses MPRs [2][3] [4] to optimize the message The topology advertisement options are listed as follows.

flooding. « Partial Topology Advertisement option of Directed
Each node selects a set of its neighbor nodes as MPRs. A MPR subgraphspta.d) is the default strategy used in

node, which has selected its neightfoas its MPR, is called the standard OLSR protocol.

the MPR Selectdd] of node A. o In this option, only the nodes selected as MPRs generate
The selective flooding based on MPRé&#icientin terms the TC messages with the state information of the MPR-

of control message delivery. In [3] it is shown that, such selector neighbors. That is, for each nade M, the TC

flooding eventually reaches all the nodes in the graph. Also, messages contain the state information of the directed

for each node pair in the network, the subgraph consisting of |ink (u,v) for eachv e MPRSEI(u). Therefore, the uni-
the unidirectional MPR links in the network and all adjacent directional links from the MPR nodes towards the MPR

links (of the node pair) contains shortestpath with respect selectors are advertised in each TC message. Each node
to theoriginal graph. holds a directed subgraph of the network topology that
In particular, the MPR optimization includes the following  consists of these unidirectional links.
three aspects. « Partial Topology Advertisement option of Undirected
First, in OLSR, only the MPR nodes are responsible for for-  MPR subgraphspta.u) advertises botthe MPR selector
warding control traffic. This significantly reduces the nwnb setandthe MPR set
of retransmissions required to flood a message to all nodes in |n this option, the nodes selected as MPRs generate the
the network. TC messages with the state information of the MPR

Second, the partial link state is advertised in order to neighbors and the MPR-selector neighbors. Non-MPR
provide shortest path routes. In OLSR, only the states from nodes generate the TC messages with their MPR state
the MPR selector sets advertised in the topology control information only. That is, for each nodec M, the TC
messages. Although bi-directional, only tiridirectionallink messages contain the state information of the directed link
states (i.e. the link status from the MPR nodes towards their (u,v) for eachv € MPRSEI(u) and the state information
corresponding MPR selectors) are advertised, from whieh th  of the directed link(u,v) for eachv € MPR(u). For
nodes eventually obtain directed MPR subgraph of the each nodeu € V — M, the TC messages contain the
whole network topology. The motivation for such partialtsta state information of the directed linku/,v) for each
advertisement is to reduce the size of the topology control / ¢ MPR(u). Therefore, the bi-directional links between
messages. the MPR nodes and their MPR selectors are advertised.

Third, only MPR nodes generate the topology control mes-  Each node obtains an undirected subgraph of the network
sages (TC), since the MPR selector set in non-MPR nodes topology which consists of these links.
is NULL. This reduces the number of the topology messages. Full Topology option (t_s) advertises alsymmetridinks
generated in the network. in the network. In this option, each node advertises all

With all the optimizations above, the MPR mechanism the symmetric links to its neighbors. That is, for each
provides an efficient method for flooding control traffic by  nodeueV, the TC messages contain the state information
reducing the number of transmissions required and the amoun  of the directed link(u,v) for eachv € N(u) if (u,v) is
of control traffic flooded. Further details of OLSR and MPR  symmetric. Therefore, each node obtains a full undirected

can be found in [1][2][3] [4]- graph of the network topology.

[1l. PROPOSEDTOPOLOGYADVERTISING STRATEGIES B. The Impacts of Topology Redundancy on MANET Routing

In this section, we list the three topology advertisement By introducing topology redundancy, there are two poténtia
options investigated. These options determine the leveboh changes to OLSR’s routing processes.
node’s knowledge of network topology and impact the routing Firstly, it is known that applying topology redundancy
performance. introduces extra control message overhead. In terms of the
options listed above, the size of control messages of option
ptau and ft_s is likely to result in a larger overhead than

First, we introduce some commonly used symbols in thifiat in option ptad. Moreover, more control messages are
section. generated in optiopta_u andft_s. The increased control traffic

In the graphG = (V,E), let M CV be the MPR set 06, |eads to an increase in buffer occupancy and network channel
i.e. a set of nodes that are selected as MPR by at least @a@tention, which may cause an increase in packet collsion

A. Options for Topology Advertisements

node in the network. in the wireless medium. In addition, the increased paclzet si
For each nodei €V, let may cause an increase of packet error rate (PER) for a given
1) N(u) CV be the neighbor set of node bit-error rate (BER).
2) MPR(u) C N(u) be the MPR set ofu, i.e. a set of Since we do not change the MPR-based flooding mecha-
neighboring nodes that selects as MPRs. nism, the control messages are still re-transmitted by tR&kM

3) MPRSELuU) C N(u) be the MPR selector set af i.e. nodes only. Therefore, for each control message, the number
a set of neighboring nodes that selechs MPR. of the re-transmissions is not changed.



Secondly, with topology redundancy, the nodes have mdrg summing up the size of all the control packetseivedby
choices in route selection, which improves the route avagdach node during the whole simulation period.
ability. In the presence of route breakage, the nodes carln order to gain good confidence in the measurement results,
re-establish a new route quickly and thus the packet drows run the simulations 100 times for each data point, with
caused by route unavailability can be reduced. The routghendifferent mobility pattern files, i.e. different startingptes for
(number of router hops) between any two nodes is the sathe node positions.
under the different topology options[3] because the nodes
always select the shortest paths as the routes. , i i ,
Other network characteristics, such as link duration amid I ' this section, we present the observations from the simu-
change rates, are unchanged, since the node distributipn &ons on the performance under various values of the param

mobility is unaffected by (or dependent upon) the topologﬁters such as node density and node velocity, and consieler th
advertisements. Impact of cross-layer support.

V. OBSERVATIONS

A. Control Overhead

The amount of control overhead is determined by (1) the
topology redundancy optiongtad, ptau or ft_s), (2) the

The simulation study was conducted with the OLSR implerlue of the control messagefresh intervals(e.g. HELLO
mentation from [6] which is implemented under version 2.9 gftervalsh and TC intervalg) and (3) the node density.

NS2 [7] and uses the ad-hoc networking extensions providedror Fig 1, 2 and 3, we hold, t andradio range(r) constant,

by CMU [8], with a radio ranger] of 250m radius and the and all figures are obtained with cross layer support.

use of MAC/80211 as the media access control. By default, From Fig 1 we can see that, the topology redundancy
each wireless node has 50 packet buffer spaces and its gons introduce extra control traffic overhead. As expect
radio link capacity is 2M bps. full-topology advertisement generates more overhead than

We use a network consisting ofnodes:n = 20 to simulate partial-topology advertisement. For example, optipta_u
a low-density network,n = 50 to simulate a high-density leads to 10% -20% increase of bandwidth consumption, while
network. The nodes are randomly placed in an area of 100@ion ft_s leads to up to 35% increase.
by 1000m. All simulations run for 100s.

We use the Random Trip Mobility Model, "... a generic 1ot
mobility model that generalizes random waypoint and random
walk to realistic scenarios ...” [9] and performs “perfect” Al A
initialization. Unlike other random mobility models, Raord
Trip reaches a steady-state distribution without a longsiient
phase and there is no need to discard initial sets of observa-
tions.

The mean node speed,ranges between 1m/s to 30m/s. For
example, when the mean node speed is 20m/s the individual
node speeds are uniformly distributed between Om/s and N A S S S
40m/s. The average node pause time is set to 5s. e Spesd ()

The traffic model consists of randomly distributed CBR (@) Low Density (n=20)
flows, which allows every node in the network to be a potential
traffic source and destination. The CBR packet size is fixed at
512 bytes. There are at least2 data flows that cover almost O S—
every node. }/1—7»{,-»‘}”

IV. PERFORMANCE EVALUATION
A. Simulation Configuration

Control Overhead ( bytes )
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B. Metrics

In each simulation, we measure the throughput of each CBR r e
flow and control traffic overhead and then calculate the mean //
performance of each metric as the result of the simulation.

Throughputis computed as the amount of data transferred
(in bytes) divided by the simulated data transfer time (imet Sy R R
interval from sending the first CBR packet to receiving thst la .

CBR packet).

In order to gauge the routing protocol overhead, we meastfie 1. The Amount of Control Overhead under Optjatad pta.u andft_s
both the number of routing messages, including HELL&=1. t=5.r=250)
messages and TC messages, and the number of bytes in
the routing packets transmitted. Considering the brodohcas Fig 2 and 3 give a further look into the overhead increase
nature of the control message delivery, the packets areedurfrom the aspects of packet number and packet size.

Control Overhead ( bytes )

(b) High Density (n=50)
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_ ) Fig. 3. The Size of Control Packets under Optjga_u andft_s (h=1, t=5,
Fig. 2. The Number of Control Packets under Optjia d, pta.u andft.s  r=250)
(h=1, t=5, r=250)

So, in this study, the overhead introducedgig u andft_s

From Fig 2 we can see that, state redundancy opitas yjjl not lower the performance of the data packet delivery.
and ft_s generate 14%-17% more control packets in low-

density networks, while 3%-13% in high-density networks. B. Throughput
From Fig 3 we can see that, the control packet size underBelow, we describe the observations of throughputs under
option pta.u is almost the same as that under the standagéiferent conditions. In particular, we use MAC layer natifi
MPR option. In low density networks the average packet sization to facilitate link failure detection[10]. Figs 4 aBdare
under optiorft_sis just slightly larger than that under the othefvith MAC layer support, while Figs 6 and 7 are not.
two options, while the maximum packet size is increased upFor all the figures in this section, we hdigt andr constant.
to 15%. In high-density networks, the packet size undeoopti  The observations under MAC layer support are as follows.
ft_sis increased up to 1/3. From Fig 4(a) and 5(a), we can see that, in low-density
Based on these observations we find that, compared niétworks, introducing state redundancy improves the titeu
option ptad, the extra overhead of optioptau is mainly put. As expected, optiofi_s leads to better performance than
due to the increase in the number of control packets, siree tption pta_u. The improvements are significant when the node
size of the packets is almost unchanged. On the other hawelocity is relatively high (i.ev greater than approximately
the overhead increase of optiftns is from both sources. 12m/s).
In addition, compared with optiopta_u, the extra overhead  Surprisingly, from Fig 4(b) and 5(b), it follows that in high
of option ft_s is mainly from the increase in control packetensity networks, the throughput with topology redundascy
size, since optiorpta_u propagates almost the same numbéswer than that with partial topology information. In addit,
of control packets as optioit.s. option ft_s leads to more degradation than optiga u.
Furthermore, by comparing Fig 1(a)2(a) 3(a) with Figpecifically, the performance degradation starts when dlde n
1(b)2(b) 3(b) we find that, optiofft_s is more sensitive to velocity is relatively low (i.e.v greater than approximately
network size than optiopta_u. 2m/s) and then gets more significant with the increase of node
Note that, in IEEE 802.11 wireless networks, the bit errarelocity.
rate (BER) can be quite low. For example, a bit error rate After removing the MAC layer support from OLSR, the
of better than 10e-5 is considered acceptable in wireless LAbservations are as follows.
applications. Therefore, with the above increase of pasiket From Fig 6 and 7, we can see that in networks without the
the packet error rate would not increase significantly. cross-layer optimization, the impact of state redundasdgss
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significant. In particular, less improvement is observelbim  [5] T. Clausen, P. Jacquet, and L. Viennot, “Investigatihg impact of

density networks, while insignificant performance degtiata partial topology in proactive manet routing protocols,Tihe 5th Inter-
. b d in high-d . K national Symposium on Wireless Personal Multimedia Conications
is observed in high-density networks. (WPMC) October 2002.

Introducing state redundancy in low-density networks caff] UM-OLSR, http://masimum.dif.um.es/um-olsr/html/.
; i 1 NS2, http://www.isi.edu/nsnam/ns/.

therefore .Ieat_j.to perfgrmance llmprovements due 1o incteas ] “The rice monarch project: Wireless and mobility extiems to ns-2,”
route availability. In hlgh—densny networks, howevere tim- http://www.monarch.cs.rice.edu/cmu-ns.html.
verse phenomenon is observed. State redundancy lowers tBleJ. Y. L. Boudec and M. Vojnovic, “Perfect simulation ardton-arity of
performance. In addition, through comparing the perforoean ag‘:sszé’égmb"'ty models,” ifProc. IEEE Infocom Conferencéiami,
W'”_].am_j without MAC _support, we find that the MAC I‘5‘3./9"[10] M. Voorhaen and C. Blondia, “Analyzing the impact of giebor sensing
notification mechanism is one of the key factors that conteb on the performance of the olsr protocol,”fttoc. 4th Intl. Symposium on

; ; Modeling and Optimization in Mobile, Ad Hoc, and Wirelessvixgks
to the_ impact of state redundancy on ro_utlng pgrforman(_:e, (WIOpt08) 2006,
especially for the performance degradation in high-dgnsit

networks.

VI. CONCLUSIONS ANDFUTURE WORK

In this study, we present a quantitative study of the impéct o
spatial topology redundancy on the performance of proactiv
MANET routing protocols. Our simulation results show that
the impact depends on a range of factors, including node
velocity, node density and cross-layer optimization.

We find that, the impact of spatial redundancy is more sig-
nificant in moderate or high mobility networks. In partiayia
low-density networks with moderate or high mobility, the re
dundancy of topology information improves the performance
In relatively stable networks, there is no obvious improeemn
observed.

Moreover, performance degradation is observed when spa-
tial topology redundancy is applied into high-density natiks.
Especially, the degradation is significant when full togylo
information is advertised in high-density networks witlogs-
layer optimization.

A theoretical model based on graph theory has been de-
veloped to explain the phenomena observed. Due to limited
space, the model is not described in this work.

The impact of control overhead on throughput is not covered
in this study. Further discussion on this issue will app@ar i
our on-going work.

In addition to the factors studied in this paper, other feg;to
such as radio range and refresh intervals, also affect thadn
of state redundancy. The analysis on this will appear in our
future work.

The original data, the source code and the scripts used
in this study are all available from the authors’ websites
(http:/lwww.cs.ucl.ac.uk/staff/ly.huang/tapd.tar.bz2).
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