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Abstract

Open-membership networks, such as peer-to-peer overlays and ad hoc wireless networks, face the prob-
lem of routing messages across an unknown and changing topology where it may not be possible to
establish the identities or trustworthiness of all the nodes involved in routing. This paper describes a de-
centralised, adaptive routing protocol in which nodes use feedback in the form of unforgeable acknowl-
edgements (U-ACKs) to discover dependable routes without knowing the identities of the endpoints or
the structure of the network beyond their immediate neighbours. Because our protocol does not require
knowledge of the endpoints, it is suitable for use in privateand unlinkable communication.
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1 Introduction

Communication devices become more numerous and more capable every year, enabling new applications and use
cases for which traditional models of network management and access control may not be suitable. This has given
rise to increasing interest in open-membership networks, where users and devices may join and leave networks at will,
or set up their own networks on anad hocbasis. In principle, open-membership networks are capableof achieving
great flexibility; however, the lack of central management gives rise to issues of identity, trust and privacy that differ
from those encountered in traditional managed networks.

In this paper we examine the problem of routing messages across an untrusted network where a node cannot establish
the identities or trustworthiness of any nodes other than its immediate neighbours. Each communication exchange
involves a series of messages sent from anoriginator to a destinationby relying on the forwarding behaviour of
intermediaterelays. We assume that any node in the network can function as an originator, destination or relay.

In an untrusted network, messages may be lost, reordered, ormodified for any number of reasons, and it may not
be possible to determine whether such events are accidentalor deliberate in nature. Rather than trying to identify
the node or link responsible for each failure, we take the pragmatic approach of measuring dependability without
attempting to distinguish between deliberate and accidental failures. We show that by observing end-to-endunforge-
able acknowledgements(U-ACKs), relays can adaptively discover dependable routes without knowing the origins
or destinations of the messages and acknowledgements they forward. Lightweightflow identifierscan be used to
improve the efficiency of adaptive routing.

The next section discusses previous work in this area. Section 3 gives an overview of our adaptive routing protocol.
In Section 4 we describe simulations to evaluate the protocol’s efficiency and scalability. Section 5 discusses the
results of the simulations and considers possible applications of our protocol. We conclude the paper with some ideas
for future work.

2 Background and related work

Many routing protocols use feedback from the destination toguide forwarding decisions at relay nodes. This adaptive
approach has the advantage of propagating information about the state of the network only to those nodes to which the
information is relevant; however, as with any reactive approach to routing, the absence of information about unused
routes may make the cost of initial route discovery relatively high.

Q-routing [3] uses reinforcement learning to find the quickest route to a destination. Each node updates its estimate
of the time it will take a message to reach the destination, including time spent in the node’s own queue, based on
immediate feedback in the form of the next node’s estimate ofthe delivery time. Information is thus passed back
from the destination towards the source, taking into account congestion and any other causes of delay.

AntNet [9] and AntHocNet [10] are routing protocols inspired by the collective foraging behaviour of ants, which
use chemical markers to discover short paths between food sources and their nest. AntNet uses routing messages
known as forward and backward ants. Each node periodically dispatches a forward ant to a destination chosen
probabilistically from its routing table. The ant records the time at which it enters and leaves each node. When it
reaches its destination it returns to the source as a backward ant, and information gathered on the forward journey
about link states and latencies is left at each node along thepath, where it is incorporated probabilistically into the
routing table.

In both AntNet and Q-routing, nodes base their routing decisions on information about network paths that is supplied
by other nodes. This approach is unsuitable for untrusted networks, where path information could be corrupted by
malicious or faulty nodes.

A different kind of ant-inspired routing is used in the MUTE file sharing network [17]. MUTE is a peer-to-peer
overlay in which each node adopts a random overlay address for sending and receiving messages. Messages are
routed across the overlay using a probabilistic reverse-path forwarding protocol: every message carries the overlay
addresses of its originator and destination, and relays reinforce the reverse path to the originator as well as forwarding
the message towards the destination. If no path to the destination is known, the message is broadcast. Through
this simple process of local adaptation, it is possible to discover routes across the network without knowing its
membership or structure.

However, MUTE’s reverse-path forwarding is vulnerable to address spoofing: an attacker could divert messages
addressed to a victim by sending messages using the victim’saddress.
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The problem of address spoofing raises an issue that is central to routing protocols: identity. Most routing protocols
use a globally unique name or address to identify each node; it is usually assumed that accidental address collisions
can be resolved (for example by choosing a new address when a collision is detected [5]) and deliberate collisions
can be prevented (for example through the use of signed routeadvertisements [19, 15], or by using certified identities
for all nodes [1, 2]). However, these assumptions may not hold in an untrusted network without a centralised public
key infrastructure. Routing protocols for such networks must therefore be designed to cope with attackers who may
deliberately use the identities of other nodes [6, 7], use more than one identity at once [11], or change identities to
escape the consequences of past behaviour [12]. Open-membership networks must also cope with the more mundane
aspects of identity management, such as scalability and churn: it may not be practical for every node to be aware of
the structure and membership of a constantly changing network, even if no attack is taking place.

Open networks also present new challenges to privacy: anyone who can participate in a network can gather infor-
mation about the activities of other users. Even if all traffic is encrypted, traffic analysis can reveal a great deal of
information about who communicates with whom, when, and forhow long [8, 18, 14]. We believe that protocols for
open networks should aim to protect the privacy of users by minimising the information revealed to eavesdroppers,
so our adaptive routing protocol is designed to preserveunlinkabilitybetween originators and destinations [20].

3 Adaptive routing in the dark

Because of the difficulties surrounding identity and privacy in open-membership networks, we are interested in the
question of whether adaptive routing can operate with minimal knowledge of the network. In this section we describe
a protocol that uses end-to-end feedback to guide routing decisions without identifying the endpoints to the relays.

3.1 Unforgeable acknowledgements

Our adaptive routing protocol uses end-to-end (originatorto destination)unforgeable acknowledgements(U-ACKs)
that can be verified by relays without establishing a security association with either of the endpoints. Unlike a digital
signature scheme, relays do not need to share any keys with the originator or destination, or to know their identities.

A full description of the U-ACK mechanism can be found in [21]. Unforgeable acknowledgements make use of two
standard cryptographic primitives:message authentication codes(MACs) andcollision-resistant hashing. Before
transmitting a message, the originator computes a MAC over the message using a secret key shared with the desti-
nation. (Any standard key agreement mechanism appropriateto the application can be used to establish the shared
key.) Instead of attaching the MAC to the message, the originator attaches thehash of the MACto the message. Re-
lays store a copy of the hash when they forward the message. Ifthe message reaches its destination, the destination
computes a MAC over the received message using the secret keyshared with the originator. If the hash of this MAC
matches the hash received with the message, then the destination has validated the message, and it sends theMAC
as an acknowledgement. The acknowledgement is forwarded back along the path takenby the message. Relays can
verify that the acknowledgement hashes to the same value that was attached to the message, but they cannot forge
acknowledgements for undelivered messages – they lack the secret key to compute the correct MAC, and the hash
function is collision resistant. Thus a U-ACK proves to the originator and relays that the message was delivered
unmodified to its intended destination, without revealing the destination’s identity to the relays.

In the above discussion we have assumed that all links between neighbours are bidirectional – if a message can be
sent in one direction, an acknowledgement can be sent in the opposite direction. For the purposes of our protocol,
nodes that are only connected by unidirectional links are not considered to be neighbours, and the protocol cannot
discover routes that contain unidirectional links. This issue is discussed in more detail in [21].

3.2 Local adaptation

Nodes in our protocol require only minimal knowledge of the network; in fact we assume that each node knows
nothing about the network beyond its immediate neighbours.Each node must be able to identify its neighbours for
the purposes of forwarding, but these identities need not becryptographically verifiable, and a node is free to use
a different identity when dealing with each neighbour.Our protocol does not use end-to-end addresses.U-ACKs
allow relays to discover which messages have reached their destinations without identifying those destinations; using
this information, nodes can attempt to learn which messagesshould be forwarded to which neighbours in order to
maximise the number of messages delivered. As with Q-routing, AntNet and MUTE, this process of local adaptation
can lead to globally efficient routing.

We use the following general approach for discovering dependable routes:
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• Each node keeps a small pool of messages that are waiting to besent

• For each message in the pool and each potential next hop, the node estimates the probability that an acknowl-
edgement will be received if the message is sent to the next hop

• The message and next hop with the highest probability are chosen

• The next hop is removed from the message’s list of potential next hops, and the message is sent to the next hop

• Information about the message and the next hop is recorded inthe message table (see Section 3.9)

• When the message is acknowledged or times out (see Section 3.7), the information in the message table is used
to update the node’s dependability estimators

The size of the message pool is limited; in the simulations described in Section 4, the pool can hold five messages.
Messages that have been sent to all potential next hops are removed from the pool. When a new message is added
to the pool and the pool is already full, the message with the lowest remaining probability of being acknowledged
(which may be the new message) is discarded.

3.3 Dependability estimators

Within the general framework described above there are manypossible ways to evaluate a message’s dependability,
but to achieve the best results, any information that may indicate the message’s relationship to earlier messages
should be taken into consideration. Even without end-to-end addresses, the identities of the previous and next hops
provide some information that can be used to distinguish between messages. Timing is also significant: changes in
the network topology and traffic levels, even if they are not directly visible to the node, make new information more
relevant than old information when estimating dependability. Thus our first attempt at a dependability estimator is a
simple exponentially weighted moving average for each pairof neighbours (previous hop and next hop). The moving
average is adjusted upwards whenever a message is acknowledged, and downwards whenever a message times out.
We will see in Section 5 that even this simple per-pair estimator provides a considerable improvement in efficiency
when compared with flooding; further improvements may be possible by designing more sophisticated estimators.

3.4 Flow identifiers

In addition to discovering implicit relationships betweenmessages, the efficiency of adaptive routing can be improved
if related messages are explicitly grouped together. We define aflowas any sequence of messages that have the same
origin and destination and that are semantically related insome way, such as the sequence of messages that make
up a single file transfer. To indicate the existence of a flow, the originator marks all messages in the flow with an
arbitraryflow identifier. The contents of the flow identifier are not significant – it is just a label, and it is not covered
by the message authentication code. All messages in a flow aremarked with the same flow identifier.

Flow identifiers have local scope: as a flow travels across thenetwork, it may be assigned a different identifier on
each link it traverses. However, messages belonging to the same flow should have matching identifiers on any given
link. Each flow traversing a link must be assigned an identifier that distinguishes it from any other flows currently
traversing the same link; in particular, flows arriving at a node from different upstream neighbours must be assigned
distinct identifiers on any downstream link, even if they happen to have matching identifiers on their respective
upstream links.

The use of flow identifiers with local scope is similar to the use of label-swapping in virtual circuits or multi-protocol
label switching, but there is no requirement to establish state in the relays before data transfer begins – identifiers can
be assigned to new flows on the fly.

In terms of traffic analysis, flow identifiers reveal less information than end-to-end addresses: an eavesdropping relay
can determine how much information is being sent, and when, but not by whom or to whom. The round-trip time
between sending a message and receiving an acknowledgementmight reveal the network distance to the destination,
but the network distance to the originator would still remain unknown. An attacker would need to observe multiple
nodes or network links to trace a flow from its origin to its destination.

Although they do not identify the endpoints, flow identifiersenable fine-grained dependability measurement: mes-
sages arriving from the same previous hop with the same flow identifier are likely to have the same (unknown) origin
and destination, so the dependability of earlier messages in the flow can be used to estimate the dependability of later
messages.
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Nodes can make use of this information by keeping a separate dependability estimator for each active flow. As with
the simple per-pair estimators described above, new information is more likely to be relevant than old information,
so an exponentially weighted moving average is again appropriate.

To estimate the dependability of new flows, nodes can also keep per-pair estimators that are only updated by the first
message in each flow. This provides an estimate of the dependability of a message given that it is the first message
in a new flow – a per-pair estimator updated by every message would tend to overestimate the dependability of new
flows. Per-pair estimators can be used to initialise per-flowestimators, which are thereafter updated independently.

3.5 Locally generated messages

In the preceding discussion we assumed that every message has a previous hop, but in fact any node may originate
messages as well as forwarding them.

It would be inefficient to add every local message to the pool before the first copy is sent, so nodes should keep a
message queue for each locally generated flow (using a separate queue for each flow prevents head-of-line blocking).
When choosing a message and a next hop, the node considers the first message in each local queue as well as the
messages in the pool. If a local message is chosen, it is removed from the queue and added to the pool, since
additional copies may later be sent to other neighbours.

The dependability estimators for locally generated messages can be similar to those described above for forwarded
messages.

3.6 Duplicate detection

Duplicate messages should be detected and discarded to prevent routing loops and reduce redundancy. However,
before discarding a duplicate message, the previous hop is added to the corresponding record in the message table
(see Section 3.9). If a U-ACK for the message is received, a copy of the U-ACK is returned to every previous hop
listed in the record. This provides a relatively lightweight way for nodes to maintain information about alternative
routes in case the existing route fails.

3.7 Timeouts

Information about outstanding messages cannot be stored indefinitely, and it is important to update dependability
estimators in a timely fashion. Therefore a node must at somepoint conclude that an outstanding message is not
going to be acknowledged, decrease the dependability estimator, and remove the corresponding record from the
message table.

A relay that receives an acknowledgement after discarding the corresponding record cannot verify or forward the
acknowledgement, so there is no reason for a relay to keep records for longer than its upstream or downstream
neighbours. Fixed timeouts are a simple way to ensure that adjacent relays discard their records at approximately the
same time, minimising wasted storage; the choice of an appropriate timeout is discussed in [21].

3.8 Aging and discounting

From the description given in Section 3.2 it might appear that adaptive routing is likely to produce a large number
of redundant messages. Aging and discounting are two techniques designed to improve the efficiency of routing by
reducing the likelihood of sending redundant messages.

The technique ofaging is based on the observation that an acknowledgement arriving after the timeout will not be
recognised, since the corresponding record will have been discarded. Similarly, an acknowledgement arriving near
the timeout is likely to miss the timeout at the next node. Thus the probability of an acknowledgement reaching
the originator decreases for as long as the message is held inthe pool, reaching zero at the timeout. When the
dependability of a message is being calculated, it should ideally be aged using the expected arrival time of the
acknowledgement, but that would require each relay to keep an estimate of the round-trip time. A simpler alternative
is to use the current time, for example by decreasing the message’s dependability linearly from the time it enters the
pool to the time it expires.

The second technique,discounting, is based on the observation that each additional copy of a message that is sent is
increasingly likely to be redundant. A simple method of discounting would be to divide the dependability of theith

copy by i. But this assumes that the likelihood of an additional copy being redundant depends only on the number
of copies sent so far, whereas in fact the higher the dependability of the copies sent so far, the more likely it is that
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an additional copy will be redundant. Thus an additional copy should be sent if and only if the dependability of the
copies sent so far is low. (This is also desirable for the network as a whole, because it will lead to more exploration
on new or damaged routes, and less exploration on well-established routes.)

Ideally we would like to calculate the conditional probability of an additional copy of the message being acknowl-
edged, given that none of the previous copies is acknowledged first. However, it would be impractical to store all
the information needed to estimate the conditional probability for each neighbour given any possible combination of
previous neighbours, so in practice it is necessary to treatthe probabilities as independent.

Let xi denote the probability of theith copy of the message being acknowledged, andyi denote the conditional
probability of theith copy being acknowledged, given that none of the previous copies is acknowledged first. Then,
under the simplifying assumption of independence:

y1 = x1

yi = (1−
i−1

∑
j=1

y j)xi

(This calculation can be made more efficient by keeping a running total.)

3.9 Storage overhead

Our protocol has modest bandwidth and computation overheads: each acknowledgement is the size of a message
authentication code (typically around 20 bytes), and only one hash computation is required to verify an acknowl-
edgement. However, the storage overhead may be more significant. We offer some rough calculations below; the
exact figures will depend on implementation decisions such as the choice of hash function, and application charac-
teristics such as the link speed and message size.

Nodes store information about outstanding messages in themessage table. Each record includes the hash of the
expected acknowledgement, the previous hops of all received copies of the message, the next hops of all sent copies,
and pointers to any dependability estimators that will needto be updated when the message is acknowledged or times
out.

The size of a node’s message table depends primarily on its outgoing bandwidth. If we assume a timeout of 60
seconds and a typical message size of 1000 bytes, a node may have up to 60 messages outstanding for every kB/s
of outgoing bandwidth. If each record occupies 100 bytes, a typical peer-to-peer node with 32 kB/s of outgoing
bandwidth would need to allocate 192 kB of storage for its message table.

Flow identifiers introduce a second source of storage overhead: theflow table. For each flow a node is currently
forwarding, the node must record the mapping between the flowidentifier on the incoming link and the flow identifier
on the outgoing link, together with a per-flow dependabilityestimator. The number of active mappings is limited by
the node’s outgoing bandwidth, since each outgoing messagereactivates one mapping. If we assume that mappings
are discarded after 60 seconds of inactivity and each mapping occupies 100 bytes, the node described above would
need a further 192 kB of storage for its flow table.

All the information in the flow table is soft state: it does notneed to survive across restarts, and information about
inactive flows can be discarded to reclaim space. When information about a flow is discarded, the flow is not cut off,
but the route will need to be rediscovered if the flow later becomes active again.

4 Simulations

In this section we describe simulations designed to test thefeasibility of adaptive routing without end-to-end ad-
dresses. The experiments were conducted using a discrete event-based simulator written in Java; the simulation code
is available from the authors on request.

Each data point was based on five independent runs of the simulator with different random seeds – the error bars in
the figures show the maximum and minimum values obtained in any run. Each run lasted for two hours of simulated
time, and the measurements were taken over the course of the second hour.

The network topologies were classical Erdös-Ŕenyi random graphs with an average degree of 10. The number of
nodes was varied from 20 to 500.
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Figure 1: The fraction of messages successfully delivered as a function of the network size. Adaptive routing with
per-pair estimators performs better than flooding at all scales; flow identifiers and per-flow estimators further improve
scalability.
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Figure 2: Forwarding overhead as a function of the network size. Adaptive routing has dramatically lower overhead
than flooding, especially when flow identifiers are used.

Messages were sent from randomly chosen originators to randomly chosen destinations; no node was the destination
of its own messages. Messages were organised into flows of exponentially distributed length, with an average of
1000 messages per flow (the effect of flow length is discussed in Section 5). We obtained similar results for flows
with constant and exponentially distributed inter-message delays; the results presented here are for constant delays.
All messages were 1000 bytes in size and acknowledgements were 50 bytes. Each node had 32 kB/s of outgoing
bandwidth and unlimited incoming bandwidth – these figures are meant to represent the approximate capacity of
nodes in current peer-to-peer networks. Each node was the originator of one flow at a time on average, for an average
offered load of 1 kB/s per node.

In each run we measured thedependability, defined as the fraction of messages that were successfully delivered, and
theforwarding overhead, defined as the number of messages forwarded per message successfully delivered.

4.1 Scalability

The first experiment compares three methods of selecting messages and next hops. The first method, flooding, simply
chooses the oldest message in the pool and selects one of its remaining next hops at random. When the pool is full,
new messages are discarded. This is equivalent to first-in-first-out flooding with a drop-tail queue. We chose flooding
rather than a more sophisticated protocol as the baseline for comparison because, unlike most other routing protocols
but in common with our protocol, it does not make use of any information about the endpoints or the structure of the
network.

The second method, per-pair estimators, maintains one dependability estimator per pair of neighbours. The message
and next hop with the highest probability of receiving an acknowledgement are chosen.
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Figure 3: Dependability as a function of the fraction of faulty nodes, in a network of 200 nodes. Adaptive routing
remains more efficient than flooding until almost all nodes are faulty.

The third method, per-flow estimators, uses flow identifiers as described in Section 3.4 and maintains one depend-
ability estimator per flow, plus one estimator per pair of neighbours to initialise the estimators for new flows. As
with the second method, the message and next hop with the highest probability of receiving an acknowledgement are
chosen.

The results of the first experiment are show in Figures 1 and 2.When compared with flooding, per-pair estimators
clearly improve dependability and reduce forwarding overhead at all network sizes. Flow identifiers and per-flow
estimators produce further improvements in dependabilityand reductions in overhead, with the result that adaptive
routing in a network of 500 nodes performs better than flooding in a 20-node network. However, even with per-flow
estimators, dependability is only 75% in a network of 500 nodes, suggesting that our protocol may not scale to very
large networks.

4.2 Resilience to faulty nodes

The second experiment examines the impact of faulty nodes, which act as originators and destinations but do not
forward messages for other nodes. This means that routes passing through faulty nodes are unusable. The neighbours
of a faulty node cannot trivially detect that it is faulty, because it will still acknowledge messages for which it is the
destination; a relay does not know whether a node that returns acknowledgements is the destination or just another
relay. It is therefore important to know how our protocol is affected by these faulty nodes.

Figure 3 shows the impact of faulty nodes on the three routingmethods described in the previous section: flooding,
per-pair estimators, and per-flow estimators. Interestingly, the performance of flooding is largely unaffected by the
presence of faulty nodes, and the performance of per-pair estimators actually increases slightly when 10% of the
nodes are faulty. We speculate that this might be due to a reduction in the number of redundant messages.

Increasing the number of faulty nodes eventually reduces the performance of per-pair and per-flow estimators to the
same level as flooding. Dependability does not reach zero even when all nodes are faulty, because communication
can still succeed when the originator and destination are neighbours even when no forwarding is taking place. It
would be interesting to compare these results with the effect of simply removing the faulty nodes from the network.

4.3 Flow length

All of the simulations so far have involved an average of 1000messages per flow. Figure 4 shows that as the average
flow length decreases, the dependability of adaptive routing with per-flow estimators also decreases. This suggests
that our protocol would be most suitable for applications that involve long flows, such as video conferencing, file
transfer or instant messaging. Per-flow estimators with 100messages per flow perform slightly worse than per-pair
estimators with 1000 messages per flow, suggesting that per-pair estimators are able to detect and benefit from long
flows even without explicit flow identifiers.

5 Discussion

The simulation results clearly show that local adaptation without knowledge of the endpoints can outperform flooding.
This is not much of a boast – flooding is known to perform poorlyin large networks – but it shows that knowledge of

RN/XXXX Page 7



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200  250  300  350  400  450  500

D
ep

en
da

bi
lit

y 
(f

ra
ct

io
n 

of
 m

es
sa

ge
s 

de
liv

er
ed

)

Number of nodes in network

100 messages per flow
200 messages per flow
500 messages per flow

1000 messages per flow

Figure 4: Dependability as a function of the network size, for various average flow lengths. Adaptive routing is more
successful with long-lived flows.

the network topology is not a precondition for making intelligent routing decisions.

Our protocol outperforms flooding by identifying the implicit and explicit relationships between messages – these
include timing, previous and next hops, and flow identifiers.Its performance therefore depends on the number and
strength of those relationships. Long-lived flows give the network time to identify efficient routes, and the initial cost
of route discovery can be amortised over the lifetime of the flow (the same is true of routing protocols with an explicit
route discovery phase, such as DSR [13]). We therefore believe the overall performance of our protocol would be
improved by a more scalable method of route discovery.

5.1 Applications

As suggested by the title of this paper, we believe our protocol could be useful in private peer-to-peer networks or
darknets, where information about the structure and membership of the network is intentionally withheld for reasons
of security and privacy. The protocol might also be applicable to mobilead hocnetworks, where accurate information
about the topology may be unavailable due to node mobility, variable signal conditions, and the previously mentioned
problems of identity and trust common to all open-membership networks.

Our protocol is unlikely to be suitable for use in wireless sensor networks, due to the storage overhead described in
Section 3.9. The simulation results also suggest that it maybe unsuitable for very large networks – the route discovery
process does not scale well in its current form. Because of the need to amortise the cost of route discovery over the
length of the flow, our protocol is more likely to be useful forapplications that produce long flows of messages
between the same endpoints, such as video conferencing, filetransfer and instant messaging, than for applications
that produce short flows between a large number of endpoints,such as web browsing and email. (Note that it is the
number of messages sent between the same endpoints, rather than the amount of data transferred, that determines the
suitability of our protocol.)

5.2 Future work

The simulation results presented here are only preliminary. Much work remains to be done to evaluate our protocol
in a wider range of scenarios: issues to consider include churn, mobility, heterogeneous bandwidth, and complex
topologies such as small-world and scale-free networks.

We are currently exploring ways to improve the scalability of route discovery using a meet-in-the-middle technique
based on the U-ACK mechanism. The simple dependability estimators described in this paper can doubtless be
improved upon, perhaps by using statistical techniques such as Bayesian inference.

We would also like to explore our protocol’s resilience to a wider range of malicious and strategic behaviour. Classical
approaches to Byzantine fault tolerance involve strong authentication [16, 19, 4]; we would like to see whether it is
possible to achieve weaker probabilistic guarantees without authentication, by reducing the information available to
faulty nodes in order to restrict the potential complexity of their misbehaviour.
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