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Abstract

The rapid growth of peer-to-peer networks and social networking websites has demonstrated the inter-
net’s potential as a medium for grassroots collaboration. This report describes ongoing research into the
use of friend-to-friend overlay networks for censorship-resistant communication. Decentralised mecha-
nisms for resource allocation, unforgeable acknowledgements and adaptive routing are proposed.
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1 Introduction

In times of universal deceit, telling the truth will be a revolutionary act. – George Orwell

Censorship Resistance

The goal of this work is censorship-resistant communication. Censorship resistance can be defined as the combination
of privacy, unlinkability, and robustness. Privacy means that nobody intercepting a message should be able to discover
the contents of the message; unlinkability means that nobody should be able to determine whether two people are
communicating with one another beyond the fact that they are each communicating with someone; and robustness
means that nobody should able to prevent two people from communicating with one another if they both wish to do
so.

The Automation of Surveillance

Increasing reliance on communication technology in all areas of society has multiplied the opportunities for gov-
ernment surveillance, and for the covert collection of personal information by companies and individuals. Agencies
that were once obliged to be selective in their intelligence-gathering can now use computers to conduct surveillance
cheaply and automatically, on an unprecedented scale.

Privacy-enhancing communication technologies can help to redress the balance by concealing from an eavesdropper
the identities of the communicating parties and the nature (including the content, size, timing, and structure) of their
communication.

Anonymous and pseudonymous communication tools can also enable communicating parties to conceal their iden-
tities from one another, which can protect journalistic sources, whistle-blowers and political dissidents, as well as
maintaining personal privacy.

The Decentralisation of Communication

The rapid growth of peer-to-peer networks and internet social networks has demonstrated the internet’s potential as a
medium for grassroots collaboration. When compared with the dominant media of just ten years ago – television, ra-
dio, and newspapers – the web is radically inclusive and decentralised. Peer-to-peer networks are more decentralised
still, and with the development of friend-to-friend networks [29, 109] where users only connect to people they know,
the social connections between users have become a vital part of the medium itself.

Marshall McLuhan [177] famously claimed that “the medium is the message”: the most important aspect of a commu-
nication medium is not the content it carries, but the mode of interaction it creates. If television’s mode of interaction
is passive, attentive, and absorbing, then a friend-to-friend network’s mode of interaction is social, collaborative, and
collusive. If television draws attention – and authority – to the centre, then friend-to-friend networks draw it to the
edge, and perhaps out of public view altogether.

Applying a friend-to-friend structure to private communication could create a medium that, like the samizdat network
in the Soviet Union [251, 20], would be almost impossible to comprehensively monitor, filter, or suppress.

2 Thesis of Research

The thesis of this work is that censorship-resistant communication is possible over public networks such as the
internet, if users relay messages for one another in a friend-to-friend overlay network. Sustainable resource
usage can be encouraged in such a network without central control or coordination. Given certain assumptions
about the overlay topology, robust and unlinkable communication does not require a public key infrastructure.

2.1 Problem Domain

This research connects three active and rapidly expanding fields: cooperation in decentralised networks, unlinkable
communication, and routing in dynamic networks. It also has links to game theory, estimation theory, and the study
of social networks.
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2.2 Assumptions

The term “censorship” suggests the action of a government or other powerful organisation, and any discussion of
censorship-resistance must assume the existence of a powerful and well-funded adversary. The attacker may aim to
prevent certain individuals from communicating, or may aim to shut down the network entirely. This still leaves a
wide range of possible threat models, which can be classified according to whether the attacker is internal or external
to the system, passive or active, and static or adaptive [210]. Attackers can be divided into those who are able to
monitor all communication links, known as global eavesdroppers, and those who can only monitor certain links,
known as local eavesdroppers [175].

In this work we make the pessimistic assumption of an internal, active, adaptive attacker with global eavesdropping
capabilities. We also assume the attacker can identify the owner of a node given its network address. However,
it is assumed that the attacker is unable or unwilling simply to deny access to public communication networks, or
arbitrarily to disrupt communication across those networks – attacks must be targetted and limited in scope. A second
optimistic assumption is that users are able to keep their computers secure and their cryptographic keys secret.

Even if we assume the existence of a strong attacker, we should not ignore the possibility of weaker attackers. A
global eavesdropper can see all communication and must therefore be assumed to know the structure and membership
of any overlay network, but it is possible and desirable to hide this information from those without global eavesdrop-
ping capabilities – structural information may help an attacker to identify weak points in the network [7], while a
membership list can be used to harass or threaten users.

A different kind of threat comes from the selfish behaviour of the users themselves. A peer-to-peer network is a public
good, where private contributions lead to collective benefits. Unfortunately, the difficulty of encouraging responsible
use of public goods is well known: each user has an incentive to enjoy the contributions of others without making
a contribution in return [114, 66]. Our threat model must therefore include “free riding” and other forms of selfish
behaviour. In general, it should not be assumed that users will follow any step of a protocol unless it is in their interest
to do so [190].

The problem of resource allocation does not disappear even if we assume that a few altruistic users donate enough
resources to compensate for free riders: an attacker who can monopolise these resources may be able to deny service
to other users.

Some assumptions must also be made about the social relationships between users. In a friend-to-friend network,
direct connections are only made between users who know one another. This means the structure of the communi-
cation network will reflect the network of social ties between users. Of course, not all social connections will be
reflected in the communication network, and indeed unlinkable communication would be impossible under a global
eavesdropper if that were the case. Nevertheless it seems reasonable to assume that users who wish to communicate
will generally be closer to one another in the social network – and therefore closer in the communication network –
than users chosen at random.

The structure of technologically mediated social networks is a matter of ongoing research [76, 129, 178, 41], but for
our purposes it is sufficient to assume two properties: an average distance between nodes that grows logarithmically
in the number of nodes, and a low probability that the network will be disconnected by the removal of randomly-
chosen nodes. These properties are shared by small world networks [261, 147], scale-free networks [22, 7], and
random networks [28], among others.

2.3 Contributions

This work offers three contributions to the field of censorship-resistant communication:

1. A mechanism to encourage users of decentralised networks to contribute resources equal to those they consume

2. A way to produce unforgeable acknowledgements for datagrams, without a public key infrastructure

3. Two adaptive, anonymous routing schemes for dynamic networks, based on unforgeable acknowledgements

3 State of the Art

This section briefly reviews the state of the art in five relevant fields: anonymity and unlinkability; robust storage and
routing; decentralised communication networks; cooperation in decentralised networks; and the structure of social
networks. A more detailed review of each area is given in Appendix A.
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3.1 Anonymity and Unlinkability

Much of the research in anonymous communication stems from Chaum’s 1981 mix network proposal [44]. A mix
attempts to hide the relationship between incoming and outgoing messages by decrypting, reordering, and delaying
them. Onion encryption can be used to send a message through a chain of mixes without any single party (except
the sender) learning the identities of both the sender and receiver - this property is called unlinkability [203]. Mix
networks also provide anonymity for senders, but not for recipients.

The degree of anonymity and unlinkability provided by various types of high-latency mixes has been well studied
[56, 144, 134, 24, 210, 233, 63, 64, 75], usually under the assumption of an active, internal, adaptive attacker who is
also a global eavesdropper.

Indirection and onion encryption can also be applied to low-latency communication, although it is not practical to
delay or reorder messages in this case. Low-latency mix networks typically use virtual circuits or tunnels rather
than routing each message independently [106, 74]. Traffic analysis of low-latency mixes is much easier, because
encryption does not hide timing patterns from a passive eavesdropper [275, 197, 164]. Traffic analysis can also be
combined with active attacks [19, 186].

Some circuit-based mix networks combine sender anonymity with recipient pseudonymity by allowing recipients
to build tunnels to ‘rendezvous points’ or ‘gateways’ that can be contacted by anonymous senders who know the
recipient’s public key.

In peer-to-peer mix networks, users run their own mixes and provide anonymity for one another rather than relying
on a central set of servers [97, 212, 128]. Secure peer discovery and key distribution are the major difficulties with
this approach.

Some peer-to-peer anonymising networks use indirection without onion encryption, avoiding some of the problems
of key distribution. Some of these networks anonymise existing protocols [211, 131], some anonymise end-to-end
communication between peers [187, 21], and others anonymise access to a decentralised, distributed cache [53, 23].
The anonymity provided by these systems is generally weaker than that provided by mix networks [68, 154], as they
do not attempt to protect against global eavesdroppers.

Anonymous broadcast networks [45, 77, 104, 235] use broadcast groups rather than indirection to provide anonymity.
This limits scalability and makes it possible to jam the anonymous channel.

One of the weaknesses of peer-to-peer anonymising networks is that any user can learn the addresses of a large num-
ber of other users. This ‘address harvesting’ could provide information for intersection attacks or traffic blocking, and
in some circumstances mere participation in an anonymous communication network might be regarded as suspicious.

3.2 Robust Storage and Routing

Censorship resistance can be seen as an extreme example of the well-studied problem of availability: that is, ensuring
that information remains available in the face of intentional attacks and accidental failures.

Robust storage systems replicate data across a large number of servers, which can be centrally managed [79, 5, 60,
120] or autonomous [123, 10, 259, 258, 182].

Robust link state [117, 49, 195], distance vector [240, 272, 124], and source routing protocols [125, 194, 225, 143]
aim to prevent malicious nodes from interfering with route discovery, while Byzantine robust routing protocols
[200, 15, 16] have the stronger aim of guaranteeing the delivery of data packets if there is a fault-free path between
the source and the destination.

3.3 Decentralised Communication Networks

Peer-to-peer overlays and mobile ad hoc networks have been the focus of much recent research. These decentralised
networks share three characteristics that set them apart from traditional communication networks: open membership,
autonomous nodes, and the absence of central administration. The resulting issues of self-organisation, scalability
and stability are relevant to the design of censorship-resistant networks.

Mobile Ad Hoc Networks

A mobile ad hoc network is a group of wireless nodes that communicate among themselves without infrastructure or
manual configuration. Either routes must be discovered on demand, or changes in the topology must be broadcast to
all interested nodes [199, 122].
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The scalability of ad hoc routing can be improved through location awareness [150, 142, 266], virtual coordinates
[48], or efficient flooding [47, 198, 208, 65, 265].

Peer-to-Peer Networks

A peer-to-peer network is an internet overlay composed of connections between autonomous peers. Most peer-to-
peer systems construct a multi-hop search overlay to enable peers that wish to communicate to find one another
[216]. Other systems use central servers [6, 156, 54], but unlike client-server systems the peers communicate with
one another as well as with the server.

Peer-to-peer search overlays can be divided into two major families [168]. In the first family, often referred to as un-
structured peer-to-peer networks, the topology of the overlay is only loosely controlled and searches are nondetermin-
istic: matching items are not guaranteed to be found [103, 100, 53, 187]. Probabilistic search [169, 170, 252, 227, 90],
virtual coordinates [183], efficient flooding [179, 137, 220, 93, 136], and two-tier architectures [132, 100, 269] have
been proposed to improve scalability.

In the second family, referred to as structured peer-to-peer networks, tighter control of the overlay topology allows
scalable, deterministic searches [276, 80, 209, 246, 176, 173, 116].

Private peer-to-peer networks [253, 247, 112, 236, 84] allow encrypted communication within small, invitation-only
groups. Friend-to-friend networks [29, 109, 205, 52, 224] only permit direct connections between friends.

3.4 Cooperation in Decentralised Networks

Any system in which the infrastructure is provided collectively by the users faces the problem of encouraging users
to contribute resources as well as consuming them. In other words, users must cooperate with one another. This
problem can also be seen as an aspect of robustness [190], since many denial of service attacks work by exhausting
resources.

Four main approaches have been taken to this problem:

1. Micropayments: nodes pay one another for services using a digital currency [36, 107, 255, 9]. To prevent
double spending, micropayment systems require either tamper-resistant hardware or a central bank.

2. Audits: nodes test one another and exclude misbehaving nodes from the network [189, 171, 113]. Excluded
nodes must not be able to re-enter the network under new identities, so audit systems require certified identities
or other barriers to entry.

3. Reputations: nodes publicise the outcomes of their interactions, and combine other nodes’ reports with their
own observations when deciding whether to cooperate [174, 1, 140, 33, 34]. Like audits, reputations require
limits on the creation of identities.

4. Reciprocation: pairs of nodes dynamically adjust the level of service they offer each other based on the level
of service received [54, 156, 57, 249, 2, 88, 250]. Reciprocation does not require any centralised infrastructure.

3.5 Social Networks

The study of the structure of social networks has accelerated in recent years as computers have made it possible to
gather and analyse large datasets with relative ease, especially for technologically mediated social networks [76, 129,
178, 41]. Several graph theoretic models of social networks have been proposed [261, 22, 188], and the question of
whether members of large social networks tend to be linked by short chains of acquaintances – the so-called ‘small
world problem’ [180, 149, 76] – has received particular attention [262, 261, 146, 147, 148, 94].

The structural properties of social networks will affect the scalability [224] and resilience [7, 184, 185] of friend-to-
friend communication.

3.6 Drawbacks of Existing Systems

Anonymous communication systems that use layered encryption face the problem of distributing the public keys of
mixes in a robust and tamper-proof way. Some use trusted directory servers [74, 131], creating a central point of
failure. A list of active users can be obtained by eavesdropping on the directory servers, which enables intersection
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attacks without global eavesdropping. This is also true of systems that use central servers for peer discovery and
relaying [211, 6, 112, 236].

Tarzan [97], MorphMix [212], and I2P [128] use peer-to-peer techniques for key distribution, but these require every
user to be able to learn the address of every other user, which allows intersection attacks and makes it possible to
harass or threaten users.

‘Address harvesting’ is also possible in anonymising networks that do not use layered encryption [53, 23, 187], and
in private peer-to-peer networks that allow any member of a group to connect to any other [253, 247, 112, 84].

Many of the proposals for encouraging resource contribution in decentralised networks are unsuitable for censorship-
resistant communication. Reputations and audits require global identities, and necessarily reveal information about
usage patterns, while micropayments require either a central bank [9] or trusted hardware [36].

4 Overview of the Proposed Design

4.1 Friend-to-Friend Communication

A friend-to-friend network, in which users only connect to people they know and trust, provides limited scope for
address harvesting without requiring highly available, universally trusted servers.

Unfortunately, onion encryption [44] is not possible in friend-to-friend networks, because it requires the sender to
discover the public key of each relay in advance, contradicting the requirement that users only communicate directly
with people they trust. (Discovering the keys indirectly without a trusted certificate authority would allow man-in-
the-middle attacks.) Therefore the design proposed here does not use onion encryption – if an attacker controls more
than one node on the path taken by a packet, the attacker’s nodes will be able to see that they are on the same path.
This may help them to identify the sender or recipient of the packet. They cannot perform a predecessor attack [264],
however, because each node consistently connects to the same neighbours.

Packets should be padded to a fixed size to prevent external eavesdroppers from performing traffic analysis based
on packet sizes [119]. Random delays do not prevent timing analysis [197], but quantising the transmission time
is an alternative approach that deserves further investigation. Cover traffic is feasible given the restricted topology;
combined with quantised transmission times this would produce a completely opaque traffic pattern.

The network should offer the simplest and most general service possible, minimising the complexity of relays and
allowing new applications to be deployed incrementally [223]. The proposed design provides an unreliable datagram
service similar to that provided by the internet protocol.

4.2 Reciprocation

The problem of encouraging users to contribute resources to the network was described in Section A.3. Reciprocation
is a suitable approach for a friend-to-friend network because it relies on relatively long-term interactions between
neighbours, but does not require certified identities or central record-keeping. Reciprocation is rational behaviour
for selfish nodes, and encourages them to contribute resources to the network. It may also help to prevent denial of
service attacks, since an attacker will not be able to consume the network’s resources without contributing resources
in return. The details of the proposed mechanism are described in Section B.1.

4.3 Unforgeable Acknowledgements

The unforgeable acknowledgement scheme decribed in Section B.3 enables relays in a multi-hop network to verify the
end-to-end delivery of the packets they forward, without knowing the identities of the source or the destination. Nodes
can use this information to find reliable routes and to measure the level of service received from their neighbours,
which is crucial for reciprocation.

4.4 Anonymous Routing

In most routing protocols, packets are labelled with a destination address. Even in overlay networks where the
destination’s IP address may be unknown to the sender, packets generally carry some form of overlay address. This is
a disadvantage from the point of view of unlinkability, because relays can see when a destination is receiving packets:
the destination is pseudonymous rather than anonymous.
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Onion encryption allows the recipient’s address to be hidden from relays, but the sender must obtain each relay’s
public key and decide the route in advance. This means that the membership and topology of the network must be
common knowledge, which would negate the advantages of the friend-to-friend approach.

Another problem is that in a network with open membership, relays cannot necessarily be trusted to forward packets,
so discovering the topology is only the first step to finding a reliable route [16]. Indeed, the Sybil attack [78] calls into
question the very notion of topology discovery in an open network, since a single entity may be able to impersonate
an arbitrary number of nodes and links.

Rather than attempting to find routes across a topology that may or may not exist, we propose an evidence-based
approach to routing, using proof of reliability to guide forwarding decisions. From a pragmatic point of view, all that
matters when deciding whether or not to forward a packet is whether the next hop is likely to deliver the packet. It
is not necessary to speculate about the reasons for packet loss, and indeed attempting to do so may allow dishonest
users to manipulate the system.

In evidence-based routing, routes are discovered on demand, and forwarding decisions are based on constant feedback
from the destination. Section B.4 describes two schemes for evidence-based routing that make use of reciprocation
and unforgeable acknowledgements.

4.5 Identity Management

A friend-to-friend network involves three related but distinct kinds of actors: users, identities, and nodes.

A user can have one or more identities; each identity has a nickname, a public/private key pair, and a list of friends,
each with a nickname and a public key. The list of friends may be public or private.

A node is a piece of software that exchanges packets with other nodes on behalf of one or more identities. Each node
has a public/private key pair and a list of neighbours, which are nodes from which traffic will be accepted, each with
an associated public key and one or more link addresses (eg IP address, telephone number or MAC address). Link
addresses are not relied on for authentication, but they are used to make initial contact so that authentication can take
place. If a link address changes (for example a dynamic IP address), neighbours may need to contact one another
indirectly through the overlay to exchange up-to-date link addresses before making a direct connection.

Neighbours are not the same as friends – neighbour relationships exist between nodes and are visible to an eavesdrop-
per, whereas friend relationships exist between identities and might not involve direct communication. Thus friends
can remain unlinkable, whereas neighbours cannot.

Friends must agree on encryption and authentication keys before they can communicate. The Diffie-Hellman key
agreement protocol [72] allows a shared secret to be agreed in the presence of eavesdroppers, but it is vulnerable to
a man-in-the-middle attack, so one friend must first obtain the hash of the other’s public key, either face-to-face or
through a mutually trusted third party. Likewise, neighbour keys can be exchanged in person or through a trusted
third party.

Multiple identities per user, lists of friends, and introductions through mutual friends are already familiar concepts
to users of instant messaging software and social networking websites. A similar interface seems appropriate for
friend-to-friend communication software. Third-party introductions can be made almost automatic, for example
by embedding a friend’s public key in a message whenever the friend’s nickname is mentioned [245]. However,
the distinction between friends and neighbours and the possibility of a man-in-the-middle attack during third-party
introductions must be made clear to users.

5 Proposed Experiments

5.1 Hypotheses

The thesis stated in Section 2 rests on five hypotheses:

1. When selfish individuals interact repeatedly, they can sustain cooperation without central coordination or con-
trol, avoiding the “tragedy of the commons”.

2. Given a method of producing unforgeable acknowledgements, reciprocation between immediate neighbours
can support interactions that require the cooperation of a chain of individuals, such as multi-hop packet for-
warding.
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3. Adaptive routing based on unforgeable acknowledgements (“evidence-based routing”) can operate without
location-awareness or global identifiers, and scales better than simple flooding.

4. Evidence-based routing is robust to a wide range of attacks and failures, without requiring a public key infras-
tructure.

5. Evidence-based routing can support unlinkable communication.

5.2 Experimental Method

The five hypotheses will be tested using simulations. This will require some modelling assumptions to be made, but
unfortunately the scale of peer-to-peer networks makes it impractical to deploy a live experimental network, and the
anonymity requirements would make such a network difficult to study.

The initial experiments will use a simple round-based simulator. Later experiments requiring a greater level of realism
will use a packet-level discrete event simulator such as OMNet++ [193].

5.3 Reciprocation

The first set of experiments will test the reciprocation mechanism described in Section B.1. Briefly, each node eval-
uates the requests it receives according to the amount of reciprocation it expects to obtain by serving each request,
and serves the request with the highest expected utility. This mechanism is based on results from game theory show-
ing that when the same agents play one another repeatedly, conditioning their actions on the outcomes of previous
games, mutual cooperation can emerge in games where the most profitable short-term choice would be to exploit the
cooperation of the other player [155, 17, 218].

The experimental setting is a file sharing network in which nodes download pieces of a file from one another [54].
There are three types of node: altruists, free riders, and reciprocators. Altruists upload pieces to their neighbours in
round-robin order; free riders never upload; and reciprocators upload to the neighbour that is expected to provide the
largest number of downloads in return, based on past experience. This does not mean always uploading to the same
neighbour, because uploading to a neighbour reduces its download/upload ratio, but it does mean that free riders will
only receive a small number of uploads before they are passed over in favour of more cooperative neighbours.

The experiments measure the number of downloads received by nodes of each type and by nodes overall, when the
population contains various proportions of altruists, free riders and reciprocators.

Expected results:

1. Reciprocators will receive at least as many downloads as free riders under all conditions

2. The overall number of downloads received will increase with the number of reciprocators, when holding the
number of altruists constant

The first point demonstrates the incentive for free riders to switch to reciprocation, and the second point demonstrates
the public benefit when free riders switch to reciprocation.

Preliminary results from these experiments are given in Section 6.

5.4 Multi-Hop Cooperation

The second set of experiments will test whether reciprocation between immediate neighbours can support interactions
that require the cooperation of a chain of nodes.

The experimental setting is a multi-hop datagram network. The source and destination of each packet may be sepa-
rated by one or more intermediate nodes. The route from the source to the destination is chosen by an oracle. Each
successful delivery results in an acknowledgement that is forwarded back along the route taken by the packet.

As before, nodes are divided into altruists, free riders and reciprocators. Altruists forward packets in the order they
arrive, treating their own packets in the same way as other nodes’ packets. Incoming packets are dropped if there is
no room in the queue. Free riders never forward packets, but they transmit their own packets and acknowledge the
packets they receive.
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Reciprocators derive utility from acknowledgements for their own packets, and always transmit the packet that is
expected to obtain the most utility. Utility can be obtained directly in the case of the node’s own packets, or indirectly
in the case of packets forwarded for a cooperative neighbour – acknowledgements for a neighbour’s packets can have
indirect value if they are expected to result in reciprocal delivery of the node’s own packets. Reciprocators keep
packets in a priority queue sorted by expected utility, and the packet with the lowest expected utility is dropped if
there is no room in the queue. In this initial experiment, reliability is not taken into account when calculating expected
utility.

The experiments measure the number of acknowledgements received by nodes of each type and by nodes overall, for
various proportions of altruists, free riders and reciprocators.

Expected results:

1. Reciprocators will receive at least as many acknowledgements as free riders under all conditions

2. The overall number of acknowledgements received will increase with the number of reciprocators, when hold-
ing the number of altruists constant

5.5 Evidence-Based Routing

These experiments will test the ability of nodes to discover reliable routes by a process of local adaptation. Whereas
in the previous experiment routes were chosen by an oracle, in this experiment the only information used for route
discovery and route maintenance is feedback in the form of acknowledgements. Each node uses an exponentially
weighted moving average to keep track of each neighbour’s reliability with respect to each destination address. When
a neighbour’s reliability for a particular address is unknown, it is estimated using the neighbour’s overall reliability
for packets with unknown addresses, again using an EWMA.

As before, altruists forward packets in order of arrival, free riders do not forward packets, and reciprocators forward
packets in decreasing order of expected utility. Reciprocators take reliability into account when calculating a packet’s
expected utility, resulting in local adaptation as reliable routes are given priority.

Local adaptation will be compared with two control conditions: flooding and random forwarding. Delivery ratios for
routes of different lengths will be compared across conditions. In all three conditions duplicate packets are dropped,
but if an acknowledgement is received it is forwarded to every neighbour that sent a copy of the packet.

Expected results:

1. Delivery ratios with local adaptation will be higher than with flooding or random forwarding

2. The improvement will be correlated with the average node lifetime

The effect of varying the decay constant of the EWMA will also be investigated.

Expected results:

1. The decay constant used for reliability measurement will affect the delivery ratio

2. The optimal value of the decay constant will be correlated with the average node lifetime

5.6 Anonymous Datagrams

These experiments will test the efficacy of local adaptation when packets do not carry destination addresses. Under
these conditions, the only pieces of information on which to base an estimate of reliability are the packet’s previous
hop and next hop. Each node uses an exponentially weighted moving average to keep track of each next hop’s
reliability with respect to packets from each previous hop, and with respect to the node’s own packets.

Each packet is sent from a randomly chosen source to a randomly chosen destination. The delivery ratio with local
adaptation will be compared to flooding and random forwarding, for routes of different lengths.

Expected results:
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1. For local adaptation, delivery ratios will be lower than they were with addresses

2. For flooding and random forwarding, delivery ratios will be the same as they were with addresses

3. As before, delivery ratios with local adaptation will be higher than with flooding or random forwarding, and
the improvement will be correlated with the average node lifetime

4. As before, the optimal value of the EWMA decay constant will be correlated with the average node lifetime

5.7 Flow Length

Whereas in the previous experiment the source and destination of each packet were independent, in this experiment
each randomly chosen source sends an exponentially distributed number of packets to the same randomly chosen
destination. This is expected to allow more effective local adaptation, as the reliability of previous packets will be a
better predictor of the reliability of future packets.

Expected results:

1. Delivery ratios will be higher than they were for datagram

2. The improvement will be proportionally larger for longer flows

3. The improvement will be correlated with the average node lifetime

5.8 Anonymous Flows

These experiments will investigate the effect of adding link-local flow identifiers to packets with the same source and
destination, as described in Section B.4.2. As before, flow lengths are exponentially distributed.

Each node uses an exponentially weighted moving average to keep track of each neighbour’s reliability with respect
to each flow. When a neighbour’s reliability for a particular flow is unknown, it is estimated using the neighbour’s
overall reliability for packets from unknown flows, again using an EWMA.

Expected results:

1. Delivery ratios will be higher than they were for anonymous flows

2. As before, the improvement will be proportionally larger for longer flows, and will be correlated with the
average node lifetime

5.9 Robustness

This set of experiments will test the ability of evidence-based routing to cope with malicious nodes. Attackers on the
path of a flow will attempt to prevent the flow from reaching its destination in four ways:

1. Filtering: the attacker drops some or all of the packets in the flow

2. Poisoning: the attacker adds to the flow packets that the destination is unable to acknowledge

3. Diverting: the attacker adds to the flow packets that the destination is unable to acknowledge, but another
attacker off the path is able to acknowledge, in an attempt to divert the flow to the second attacker

4. Truncating: the attacker delivers the first few packets of the flow and then drops the rest

In each case, the delivery ratio and interarrival variance of attacked flows will be compared with those of unattacked
flows. The overall delivery ratio and interarrival variance will be measured for various proportions of attackers.

Expected results:

1. All attacks will decrease the delivery ratio and increase the interarrival variance of the attacked flows

2. Poisoning or diverting a flow will have the same effect as filtering from the point of view of upstream nodes
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3. Filtering or truncating a large proportion of flows will cause the attacker to be avoided due to local adaptation

4. If the proportion of attackers is small enough and the average node lifetime is long enough:

• Local adaptation will cause attackers to be avoided

• The damage caused to a node’s delivery ratio and interarrival variance will depend on its proximity to the
nearest attacker

It is very unlikely that local adaptation will be able to resist every kind of deliberate manipulation, but it may be
possible to confine the damage to nodes near the attackers. In a friend-to-friend network, these nodes belong to
friends (or dupes) of the attackers.

5.10 Unlinkability

If the previous experiments have been successful and reciprocation can support robust multi-hop communication, it
will be time to consider the degree of unlinkability such communication can provide. How much an attacker can learn
will depend on the dynamics of evidence-based routing, so a quantitative assessment of possible attacks will require
a detailed packet-level simulation, with realistic models of traffic, churn, and network structure. For the moment, a
qualitative discussion of some possible attacks is given in Appendix C.

6 Preliminary Results

This section presents preliminary results from the experiments described in Section 5.3. The experiments used a
round-based simulator, with 1000 nodes updated in a random order each round. Node lifetimes were exponentially
distributed with a mean of 100 rounds; each new node was attached to 4 existing nodes chosen uniformly at random.
Recording did not start until the network reached its full size. Results were averaged over 20 runs of 200 rounds
each.

Qualitative Analysis

The triangular plots in Figure 1 give a qualitative indication of the effects of free riding, altruism and reciprocation
on the number of downloads per node.

Figure 1(a) shows the average number of downloads per node in populations containing various proportions of free
riders, altruists and reciprocators. Each point in the triangle represents a different mixture of the three types. At the
corner labelled F the population consists entirely of free riders, while along the opposite edge AR there are no free
riders in the population. Similarly, at A all nodes are altruists, while along FR there are no altruists; and at R all
nodes are reciprocators, while along FA there are no reciprocators. The centre of the triangle represents an equal mix
of the three types.

The colour of each circle represents the average number of downloads per node. Each node can upload at most once
per round, so the average number of downloads per node can vary from 0 to 1, depending on the number of nodes
that choose to upload. Black represents zero downloads, and white represents the maximum of one download per
node per round.

The effect of free riding is immediately visible in Figure 1(a): the circles are much darker near F than along the
opposite edge, indicating that fewer downloads are received overall when the population contains a large proportion
of free riders.

Figures 1(b) to 1(d) give a more detailed breakdown of the same set of results. Figure 1(b) shows the number of
downloads received by free riders, Figure 1(c) shows the number of downloads received by altruists, and Figure 1(d)
shows the number of downloads received by reciprocators. No circles are shown where the type in question is not
represented in the population, so each figure has one edge without circles.

Figure 1(b) is relatively dark except near A, indicating that free riders receive few downloads except when the pop-
ulation contains a large proportion of altruists. In contrast, Figures 1(c) and 1(d) are consistently light from A to R,
indicating that altruists do well in a population dominated by reciprocators and vice versa. The area around F is dark
in all three figures: no type does well in a population dominated by free riders.
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(a) Number of downloads received by nodes overall (b) Number of downloads received by free riders

(c) Number of downloads received by altruists (d) Number of downloads received by reciprocators

Figure 1: The average number of downloads per node in populations containing various proportions of free riders,
altruists and reciprocators. Black is the minimum (zero downloads) and white is the maximum (one download per
node per round). Figure 1(a) shows the average number of downloads overall, and Figures 1(b) to 1(d) show the
number of downloads received by nodes of each type. No circles are shown where the type in question was not
represented in the population.
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Quantitative Analysis

The predicted results were that the population as a whole would benefit from free riders switching to reciprocation,
and that free riders themselves would have an incentive to switch.

By following the line from F to R or any line parallel to it in Figure 1(a), it can be seen that when the number of
altruists is held constant, the number of downloads increases with the number of reciprocators. For every line parallel
to FR, the number of downloads is highly correlated with the proportion of reciprocators (r > 0.988, Pearson
product-moment correlation coefficient). Given the number of samples, this level of correlation is highly significant
(P < 0.0001, Student’s t test, two-tailed1). This shows that the network as a whole benefits from free riders switching
to reciprocation.

To see whether free riders have an incentive to switch to reciprocation, the number of downloads received by free
riders can be compared with the number of downloads received by reciprocators under the same conditions. For all
conditions where both types are present in the population, reciprocators receive significantly more downloads than
free riders (P < 0.01, Mann-Whitney U test, two-tailed2).

Similar results were seen when the number of nodes, mean lifetime and mean degree were varied. Results were
also similar when the degree of new nodes was normally or exponentially distributed rather than constant, and when
the upload capacity of new nodes was normally or exponentially distributed rather than constant. The parameter
space has not been fully explored, but these initial results show that reciprocation can be effective in heterogeneous
networks, which will be important for any real application.

7 Conclusions

The spread of digital communication networks and advances in surveillance technology have placed our privacy under
increasing threat. This report has described the problem of censorship-resistant communication, reviewed existing
solutions, and proposed a new approach with the following key points:

• Users construct a friend-to-friend overlay to prevent address harvesting without relying on central servers

• Reciprocation encourages users to contribute resources to the network, and restricts the resources available to
attackers

• Unforgeable acknowledgements are used to measure reliability

• Evidence-based routing attempts to find reliable routes across a hostile network, without revealing the names
or pseudonyms of the communicating parties, and without requiring a public key infrastructure

Most of the proposed ideas have not been rigorously tested – the next step is to complete the programme of exper-
iments outlined in Section 5. The proposed experiments can all be carried out using hardware available within the
department, and freely available software. Anonymised data collected from the LiveJournal website [178, 270] and
the PGP web of trust [41] may be used in some of the larger simulations.

There is also a significant amount of work to be done on reliability estimation, robust transport protocols, and a formal
model of utility-based reciprocation, but these are fairly self-contained tasks that can be tackled in future work.

7.1 Draft Table of Contents for Thesis

1. Introduction (based on Sections 1 and 2 of this report)

• Problem Domain: Censorship-Resistant Communication

• Thesis of Research

• Assumptions

• Contributions
1The t statistic was used to test the strength of the correlations rather than to compare the number of downloads received by nodes of different

types.
2Student’s t test is not suitable for comparing reciprocators to free riders because they are not independently and randomly drawn from the same

normally distributed population. The Mann-Whitney U test was chosen because it makes fewer assumptions about the population distribution,
which in this case is bimodal.
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2. State of the Art (based on Appendix A of this report)

• Anonymity and Unlinkability

• Robust Storage and Routing

• Decentralised Communication Networks

• Cooperation in Decentralised Networks

• Social Networks

3. Proposed Design (based on Appendix B of this report)

• Requirements

– Unlinkability
– Robustness
– Scalability

• Details of Design

– Overview
– Identity Management
– Utility-Based Reciprocation
– Unforgeable Acknowledgements
– Evidence-Based Routing
– Anonymous Flows
– Estimating Reliability

4. Experiments (partly based on Section 5 of this report)

• Experimental Method

• Details of Experiments

– Reciprocation
– Multi-Hop Cooperation
– Evidence-Based Routing

∗ Anonymous Datagrams
∗ Flow Length
∗ Anonymous Flows

– Robustness
– Unlinkability

5. Analysis of Results

• Unlinkability (metric: entropy of the anonymity set)

• Robustness (metrics: delivery ratio, interarrival variance)

• Scalability (metric: asymptotic message complexity)

6. Critical Assessment

• Suitability of the Chosen Approach

• Discussion of Tradeoffs

– Unlinkability
– Robustness
– Scalability

• Comparison with Existing Systems

– Peer-to-Peer Mix Networks
– MUTE
– WASTE
– Freenet 0.7
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7. Conclusions and Future Work

• Estimating Reliability

• Transport Protocols for Censorship-Resistant Communication

• A Formal Model of Utility-Based Reciprocation

8. Bibliography

7.2 Work Plan

March: Reciprocation experiments. Submit a short paper on unforgeable acknowledgements to PET 2006 (see the
accompanying research note [219]).

April: Multi-hop cooperation and routing experiments. If these are successful, submit a paper on evidence-based
routing to P2P 2006.

May: Write a detailed description of the proposed design based on Appendix B. This will form chapter 3 of the thesis
(Proposed Design).

June: Study the dynamics of evidence-based routing with and without flow identifiers. Write a plan for simulating
attacks on reliability and anonymity. Together with Section 5, this will form chapter 4 of the thesis (Experiments).

July-August: Packet-level simulation of a friend-to-friend overlay, possibly using OMNeT++. Develop realistic
models for churn, topology, and end-to-end traffic representing email, instant messaging, file transfer and voice.
For each application, evaluate the network’s robustness and anonymity from the point of view of local and global
attackers.

September: Write up the results of the packet-level simulation. Together with the results of the reciprocation and
routing experiments, this will form chapter 5 of the thesis (Analysis of Results).

October: Review the state of the art and update the literature review in Appendix A to form chapter 2 of the thesis
(State of the Art).

November: Write chapter 6 of the thesis (Critical Assessment), including a comparison with Freenet 0.7 if it has
been deployed.

December: Write the final chapter of the thesis (Conclusions and Future Work). Aim to submit by the end of 2006.

RN/06/04 Page 16



Censorship-Resistant Communication over Public Networks Michael Rogers

A Literature Review

A.1 Anonymity and Unlinkability

A communication system is said to provide sender anonymity if the recipient of a message cannot determine the iden-
tity of the sender, and recipient anonymity if the sender cannot determine the identity of the recipient. Unlinkability
means that no observer can determine whether a given sender and recipient have communicated [203].

Many so-called anonymous communication systems are actually pseudonymous: users are identified by crypto-
graphic pseudonyms instead of their real names. The difference between pseudonymity and anonymity is important
because of two statistical attacks: the intersection attack [175] and the predecessor attack [264]. In the intersection
attack, an eavesdropper compiles a list of the users who are active each time a certain pseudonym is active. The lists
are intersected to find users who are likely to own the pseudonym. Alternatively, intersecting the lists of users who
are active at the same time can reveal pairs of users who are likely to be communicating.

The predecessor attack is used against systems where the path of each message (or circuit) is chosen at random. The
attacker identifies several messages sent or received by the same pseudonym. The owner of the pseudonym must
appear on the paths of all the messages, whereas each other node will tend to appear less frequently. If each attacker-
controlled node on any of the paths records the identity of its immediate predecessor, the owner of the pseudonym
is likely to be recorded more often than any other node. The probability of false positives decreases as the network
grows.

Cryptographic pseudonyms can also be used to prove that a series of documents come from the same source. It
is sometimes suggested that this will allow readers to build up trust in a pseudonym over time, despite having no
knowledge of its owner. However, like other uses of public keys without prior authentication, pseudonymous pub-
lishing is vulnerable to a man-in-the-middle attack: the attacker can republish the same documents under a different
pseudonym, and wait for readers to build up trust in that pseudonym. Then the attacker can start publishing false
documents under the trusted pseudonym. Even if the readers notice that the same documents are being published
under two pseudonyms, they cannot know which one to trust. Clearly the readers are no better off then they would
be without cryptographic pseudonyms, and they may be worse off if they trust false documents because they were
published under a reputable pseudonym.

Dingledine and Mathewson [73] discuss the relationship between usability, configurability and security in anonymis-
ing networks. The anonymity set should preferably be large and hard to partition, which means that ease of use and
lack of configurability are desirable.

A.1.1 Measuring Anonymity

Several ways have been proposed to measure the degree of anonymity provided by a communication system. In
all of them, anonymity is measured from the perspective of a particular observer, and the same message (or set of
messages) may have different degrees of anonymity for different observers.

Pfitzmann and Köhntopp [202] define anonymity as ”the state of not being identifiable within a set of subjects, the
anonymity set”. Berthold et al. [24] measure the degree of anonymity in bits, as the base 2 logarithm of the size of
the anonymity set. This implicitly assigns equal probability to all members of the set.

Reiter and Rubin [211] consider the degree of anonymity as a continuum between absolute privacy and provable
exposure. Two interesting points along this continuum are probable innocence, where the observer believes that
the actual sender of a message is less likely to be the sender than not, and possible innocence, where the observer
believes that there is a non-trivial probability that someone else is the sender. Dı́az et al. [70] point out that for a
system with a large number of possible senders, the largest probability assigned to any user may be smaller than 1/2,
yet much larger than the probability assigned to any other user. Thus the absolute probability assigned to the sender
may not be sufficient to describe the sender’s degree of exposure. Instead, Dı́az et al. measure anonymity using the
entropy of the probability distribution the observer assigns to the set of possible senders. Serjantov and Danezis [232]
use a similar definition, but their measure is normalised according to the maximum possible degree of anonymity the
system could provide, giving a value between 0 (the sender is assigned a probability of 1) and 1 (all users are assigned
equal probabilities).

A.1.2 Message-Based Mix Networks

An anonymous remailer is a server that delivers email while concealing the sender’s identity. The simplest kind of
remailer just removes the sender’s address and other identifying headers from the message before delivering it. To

RN/06/04 Page 17



Censorship-Resistant Communication over Public Networks Michael Rogers

prevent an eavesdropper from linking the incoming and outgoing messages, the incoming message (including the
recipient’s address) may be encrypted with the remailer’s public key. However, the remailer’s operator still knows the
identities of the sender and the recipient, and may be pressured to reveal them [11]. To reduce the risk, a message can
be relayed through a chain of remailers using onion encryption: the message and the recipient’s address are encrypted
with the public key of the last remailer in the chain, the resulting message and the address of the last remailer are
encrypted with the public key of the second-to-last remailer, and so on. Each remailer removes a layer of encryption
and delivers the revealed message to the revealed address. Only the first remailer knows the sender’s identity, and
only the last remailer knows the recipient’s identity. The disadvantages of onion encryption are that the route must
be chosen in advance, and the sender must know the public key of each remailer, which creates a key distribution
problem.

As well as supporting onion encryption, some cypherpunk remailers [59] allow messages to be delayed for a random
or user-specified time to make it more difficult for an eavesdropper to link inbound and outbound messages by timing.
However, if an attacker is able to prevent new messages from reaching a remailer, existing messages can be ‘starved
out’. A message’s route through the remailer network can be traced using a replay attack, in which the attacker
replays the encrypted message at each remailer and looks for duplicate outbound messages. Messages can also be
identified by their size. Cypherpunk remailers can remove a user-specified amount of padding to alter the size of the
outbound message, but messages never get larger – an eavesdropper who sees the unpadded message being delivered
knows the minimum size of the padded message, and may be able to rule out certain senders.

Cottrell discusses the weaknesses of cypherpunk or Type I remailers and presents Mixmaster [56, 158], a Type II
remailer based on Chaum’s mix network design [44]. To prevent an eavesdropper from recognising a message by its
size, messages are broken into fixed-size blocks. Each remailer or mix decrypts incoming blocks with its public key,
reorders them, and outputs them in batches so that blocks cannot be starved out or linked by timing. Duplicate blocks
are recognised by their hashes and discarded to prevent replay attacks.

An attacker who controls the first mix in the chain can ‘tag’ an incoming message by flipping certain bits. When a
message emerges from the mix network with the corresponding bits apparently flipped, the sender and recipient can
be linked. Mix networks must therefore use message authentication codes at every hop as well as encryption.

If a mix simply waits for enough messages to arrive before outputting a batch, an attacker can trace a single interesting
message through the mix by flooding the mix with messages so that it outputs batches just before and just after the
interesting message arrives [210]. The interesting message is likely to be the only unknown message in the second
batch. To combat this flushing attack, a Mixmaster remailer keeps a pool of messages and only outputs a certain
fraction of them in each batch.

A Stop-and-Go mix [144] delays a message for a period chosen by the sender from an exponential distribution. The
sender can thus predict when his or her message will leave the mix, but to an eavesdropper the departure times
appear random. Flushing attacks are prevented because the departure time does not depend on traffic levels. The
expected time of arrival at each mix is encoded in the message, allowing mixes to detect starvation attacks that work
by delaying messages, but not those that work by dropping messages altogether.

In Flash mixing [134], batches of messages are reordered and reencrypted by a group of highly-synchronised mixes.
Mixes that do not perform the correct reencryptions are detected by inserting dummies in the list.

Dı́az and Serjantov [69] analyse existing batching strategies and propose a new strategy in which each message is
flushed with an independent probability that depends on the number of messages in the mix.

Chaum [44] also proposed reply blocks to allow the recipient of an anonymous message to reply through the mix
network by attaching a message to an onion-encrypted header created by the sender. The route through the mix
network is not revealed to the recipient. However, reply blocks create the possibility of a replay-like attack in which
multiple distinct messages are sent with the same reply block to trace the path back to the sender.

Mixminion [64] is a Type III remailer that provides single-use reply blocks: a mix will not process two blocks with
the same header even if they have different bodies. Mixes can only store the hashes of previously seen blocks for a
limited time, so to prevent long-term replay attacks a Mixminion remailer changes its public key before discarding
the hashes of previously seen blocks. Key rotation also provides forward secrecy: if a mix is compromised, its current
key cannot be used to decrypt old messages.

Whereas Mixmaster and older remailers use SMTP [206] to forward messages between mixes, Mixminion uses
encrypted, authenticated TLS connections [71]. The link keys are rotated periodically to provide forward secrecy.
Encrypted links make replay attacks more difficult, because the attacker cannot recognise identical output messages.
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A nym server [64] is an email server that provides mailboxes to anonymous users, who register their accounts and
collect their email using a mix network. Each mailbox is associated with a reusable reply block or with a public key
that can be used for authenticating single-use reply blocks. Kinateder et al. [145] suggest using a distributed hash
table to store reply blocks.

The rewebber network [105] uses onion-encrypted URLs to retrieve onion-encrypted files through a chain of HTTP
proxies.

Serjantov [231] suggests using a mix network to access a distributed hash table.

As an alternative to mix networks, Berthold et al. [24] propose ‘mix cascades’ in which every message follows the
same route. This hinders intersection attacks and makes it possible to provide cover traffic between mixes. Unlike a
mix network, a mix cascade remains secure when an attacker controls all but one of the mixes. However, users cannot
choose to avoid mixes they do not trust, and blocking access to a single entry point may be easier than blocking access
to every mix.

A.1.3 Circuit-Based Mix Networks

To reduce the overhead of exchanging several messages between the same endpoints, some mix networks allow the
creation of virtual circuits or tunnels: the initiator uses asymmetric cryptography to exchange symmetric keys with
each mix in the tunnel, and the symmetric keys are used to onion-encrypt subsequent messages. Circuit-based designs
are preferred for low-latency communication because of the high computational cost of asymmetric cryptography.

Onion Routing [106] is a low-latency mix network for TCP communication between anonymous clients and non-
anonymous servers. Tunnels are constructed telescopically – only the first mix in the tunnel is contacted directly.
Packets are encrypted with the session key of each mix in turn, starting with the last. Each layer of encryption also
contains a connection identifier. As the packet passes through the tunnel, each mix removes a layer of encryption and
forwards the packet according to the revealed connection identifier. The last mix in the tunnel assigns a unique TCP
source port to the connection and delivers the unencrypted packet to the server. Reply packets from the server are
encrypted by each mix using its session key and forwarded back along the tunnel.

Tor [74] is the successor to Onion Routing. Tor’s tunnels are ‘leaky pipes’ – packets can exit the mix network at any
point along the tunnel, making traffic analysis more difficult. Dummy messages can also be sent partway along the
tunnel. Integrity checking at the exit point prevents tagged packets from being sent in the clear – the tunnel is torn
down if the exit point detects a corrupt packet. Unfortunately this reveals nearly as much information as transmitting
the tagged packet: an attacker could tag a packet and then look for connections being dropped shortly afterwards.

The list of mixes is published on a small number of directory servers (currently three). Mixes accept a list if it is
signed by a majority of the directory servers, so an attacker only needs to compromise two servers to bring down the
network. Every client must contact the directory servers regularly to update its list of mixes, so an attacker can get
an up-to-date list of clients by eavesdropping on one of the directory servers.

Tor provides rendezvous points that allow anonymous users to run servers. If Bob wishes to receive connections
from Alice without either of them discovering the other’s identity, he creates anonymous tunnels to one or more
introduction points, which are similar to the anonymous mailboxes offered by nym servers. He then publishes the
locations of his introduction points along with his public key. To request a connection, Alice creates a tunnel to a
rendezvous point, encrypts its location and an authentication cookie with Bob’s public key, and sends them to one of
Bob’s introduction points. If Bob wishes to accept the connection, he creates a tunnel to Alice’s rendezvous point
and passes it the cookie from Alice’s message. The rendezvous point checks the cookie and connects the tunnels,
forming a two-way anonymous connection.

The rendezvous protocol uses four tunnels: one between each participant and the introduction point, and one between
each participant and the rendezvous point. This prevents denial of service attacks against Bob’s server, because he
can selectively ignore requests.

Scarlata et al. [230] present a general scheme for turning any initiator-anonymous protocol into a responder-
anonymous protocol; the two protocols can then be composed to provide mutual anonymity.

Back et al. [19] describe how routes through a low-latency mix network can be identified if the attacker can determine
the latency of the links, especially if the latency can be manipulated, for example by creating congestion. Murdoch
and Danezis [186] demonstrate an attack of this kind against Tor.

Partridge et al. [197] apply signal processing techniques to traffic data from an encrypted wireless network. It
is possible to determine how data is routed through the network without decrypting any packets. Adding random
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delays does not effectively prevent traffic analysis: the delays appear as noise and can be filtered out using standard
techniques.

Zhang and Paxson [275] use timing analysis to detect ‘stepping stones’, where a user connects to one host and then
connects from there to a second host. Their algorithm looks for pairs of connections with correlated idle periods. The
same technique could be applied to onion-encrypted connections, allowing mixes to discover whether they are part
of the same tunnel.

Pipenet [61] is a proposal for a mix network is which traffic through each circuit is padded to a constant rate to
conceal the true traffic patterns. To prevent an attacker from making one circuit stand out by delaying messages,
the entire network stalls when a message is delayed. Unfortunately this creates a trivial denial of service attack. An
alternative would be to allow the node that is waiting for the delayed message to transmit a dummy message in its
place. However, for the dummy message to be indistinguishable from a genuine message there would have to be
integrity checks between the initiator and the exit point instead of between the initiator and every mix, which would
allow an attacker-controlled entry point to signal to an attacker-controlled exit point by corrupting packets [62]. This
covert channel could be used to link the initiator to the responder.

A.1.4 Peer-to-Peer Mix Networks

In the mix networks described so far, anonymity is provided to a large number of clients by a small number of
well-known servers. This approach has certain advantages: the servers can be maintained by experts; faulty or
untrustworthy servers can be excluded; and the servers are easy for clients to find. On the other hand, the servers are
obvious targets for attack, clients may not be able to agree on a list of trustworthy servers, and access to the servers
can be monitored or blocked.

Senders and recipients only communicate with the servers when sending and receiving messages, respectively. (The
same applies to initiators and responders in circuit-based networks.) Thus connectivity patterns give some indication
of communication patterns, and provide a starting point for replay and intersection attacks.

Tarzan [97, 96] is a peer-to-peer circuit-based mix network that aims to avoid these weaknesses by providing decen-
tralised mix discovery and requiring all users to run mixes, making it hard for an eavesdropper to distinguish initiators
from relays.

Each mix communicates with a small number of other mixes called its mimics, which are selected verifiably at
random. The constrained topology makes it possible to use cover traffic between mimics to frustrate traffic analysis.

A tunnel is constructed by randomly choosing the next mix from among the current mix’s mimics. To avoid building
tunnels that are entirely controlled by a single entity, IP addresses are hashed in such a way that a mix and its mimics
tend to have distinct network prefixes. The assumption is that an attacker may control any number of machines but
is likely to have access to a limited number of unique network prefixes. However, an attacker might violate this
assumption by using a botnet [121], or by paying private individuals to run mixes.

Mixes are discovered by gossiping. Every mix must know about every other mix with high probability, and must
contact every mix to validate its address and public key before propagating them. This could make it very expensive
to maintain the network in the face of churn. It might also be unacceptable to users who do not want their use of the
system to be widely known. Users who are behind firewalls cannot use Tarzan, because they cannot be contacted and
verified by other mixes.

The advantage of gossip is that a mix cannot partition the anonymity set by giving different public keys to different
mixes. However, a mix can behave differently when different mixes attempt to validate it. For example, a corrupt mix
might respond to validation requests from some mixes but not others, creating an inconsistent view of the network
that could partition the anonymity set and interfere with mimic selection and tunnel construction.

Every Tarzan tunnel ends at a network address translator that can establish outgoing connections to internet servers
and listen for incoming connections from internet clients, allowing anonymous users to run servers. Since it works
at the IP layer, Tarzan can provide anonymity to any application that uses IP, including DNS lookups, web browsing,
email, and even other peer-to-peer applications.

MorphMix [212, 213] is a similar system that attempts to prevent a single entity from controlling the entire tunnel by
employing randomly chosen ‘witnesses’ during key exchange and by compiling statistics on how often mixes suggest
one another for inclusion in tunnels. Good mixes must change their neighbours frequently to make colluding mixes
stand out.
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Unlike Tarzan it is not necessary for every mix to know about every other mix, but addresses must be learned from
several sources to avoid being surrounded by colluding mixes. The suggested sources include a local cache of previ-
ously active mixes, and information servers that return the addresses of currently active mixes. A corrupt information
server could partition the anonymity set by giving different information to different requesters, for example by giving
each requester a different port number for the same corrupt mix. Whenever the mix was employed as a witness, the
attacker would be able to identify the initiator by the port number of the incoming request.

I2P [128] provides mutual anonymity in a similar way to Tor: each node constructs separate inbound and outbound
tunnels, and publishes the address of its inbound tunnel gateway in a distributed hash table [176] under a public key
pseudonym. The distributed hash table also stores membership information, removing the need for directory servers.

Like Tor, I2P’s low-latency tunnels may be vulnerable to timing analysis, which could be used to gather samples for
a predecessor attack.

In Cebolla [32], lists of mixes are retrieved from one or more sources and checked for consistency – initiators might
be identified by their choice of mixes. Encryption is optional, which provides a small performance advantage to
initiators with low anonymity requirements at the cost of reducing the size of the anonymity set for encrypted traffic.

A.1.5 Other Peer-to-Peer Anonymising Networks

Crowds [211] provides client anonymity for web browsing. Clients form a peer-to-peer ‘crowd’ coordinated by a
central membership server. Each client constructs a path through the crowd by sending a request to a randomly
chosen peer. The peer decides randomly whether to forward the request to another member of the crowd, or to act as
a web proxy, communicating with servers on the client’s behalf.

A client sends all communication along the same path until it receives a synchronisation message from the member-
ship server, which tells all clients to construct new paths. Synchronisation has two purposes. First, it prevents new
crowd members from being linked to new paths, because a client does not construct its first path until it receives its
first synchronisation message, at which point all other clients are constructing paths. Second, it prevents clients from
constructing paths too frequently, which would expose them to predecessor attacks.

A typical web client produces bursts of related requests, eg for a page and the images contained within it. It might
be possible for a peer to guess the number of peers between itself and the client by comparing the timing of requests
with the page structure [119]. To prevent this kind of traffic analysis, the web proxy parses the page and requests all
the embedded items from the server, returning them along with the page. Crowds therefore cannot handle encrypted
HTTPS connections or dynamic content such as JavaScript.

Connections between peers are encrypted using keys obtained from the membership server, but there is no end-to-end
encryption, and no reordering or padding.

Hordes [163] is a similar proposal that uses IP multicast to return information to the client. The web server must run a
Hordes-aware proxy to handle the asymmetric communication. Unlike Crowds, each packet is routed independently,
so Hordes is vulnerable to the predecessor attack.

The Invisible IRC Project [131] is an initiator-anonymous version of Internet Relay Chat [192]. Clients connect to a
standard IRC server through a network of anonymising relays.

Freenet [53, 51, 50] is a peer-to-peer file-sharing network that provides anonymity for publishers and readers. Unlike
most file-sharing networks, files are not stored by their publishers. Instead each file is inserted into the network under
a key, and forwarded towards the node which is judged to be the ‘epicentre’ for that key. Requests for the key are
routed in the same way, and if the file is found it is forwarded back along the path to the requester. Nodes cache
copies of the files they forward, so files that are frequently requested or inserted will tend to be widely replicated, and
requests for popular files will tend to be satisfied in a small number of hops.

When a node forwards an inserted file it stores a routing hint associating the file’s key with the address of the next
node. A node returning a requested file creates a routing hint associating the file’s key with the address of the
epicentre, which is given in the reply message. This allows nodes to learn which nodes are good sources for which
areas of the key space, which in turn results in each node receiving requests for keys that are close to those it has
supplied in the past, causing its routing and data caches to specialise in certain areas of the key space.

Freenet provides anonymity for publishers and readers because a node cannot tell whether a request originated at the
previous node or was forwarded on behalf of another node. All data travelling between nodes is encrypted, as are the
data and routing caches when they are stored on disk. However, traffic between nodes is not padded or reordered, so
Freenet may be vulnerable to passive traffic analysis.
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Unlike circuit-based mix networks, the publisher and reader do not have to be active at the same time, which makes
it more difficult to perform intersection attacks.

If every node knew the epicentre for every key then messages would only travel one hop, destroying anonymity. In
general, the shorter the path, the more likely it is that the previous node is the originator of the message. Specialisation
undermines anonymity in a similar way: if the network reaches a state in which every node specialises in a few areas
of the key space, then a request for a key outside the previous node’s specialisation probably originated at the previous
node, since no other node would be likely to send it such a request. To ensure that paths do not become too short or
nodes too specialised, occasionally a node that is returning a requested file will replace the address of the epicentre
with its own address, hiding the true source of the file.

No single node is responsible for storing a published file, so there is no way to ensure that a file inserted into Freenet
will be retrievable in the future. Any node can store a permanent copy of any file, but requests for that file will not
necessarily reach that node, as it is unlikely to be the ‘natural’ epicentre for that key. The only way to ensure a file’s
longevity is popularity, since frequently requested files will tend to be widely replicated. In practice it seems to be
necessary to reinsert or request files periodically to prevent them from being pushed out of Freenet by more popular
(or more frequently polled) content.

Dhamija [68] describes several attacks against routing, anonymity and node discovery in Freenet.

Zhang et al. [274] propose that each Freenet node should actively specialise in files that fall into a particular region
of the key space. This decreases the number of routing hints that each node must store, and may help the network
to stabilise on a single epicentre for each key. Unfortunately it also makes it possible for a corrupt node to nominate
itself as the epicentre for a key that it wishes to censor. By responding normally to all requests except those for the
censored file, the node may gradually become known throughout the network as a reliable source for that area of the
key space, and may be able to attract (and drop) requests for the censored file. The proposed solution to this problem,
in which a node’s neighbours collectively choose which region it will specialise in, is flawed because multiple nodes
can be controlled by a single attacker [78]. Goel et al. [104] describe a protocol based on partial hash collisions that
could be used to select a node’s specialisation more securely.

FASD [153] is a distributed, anonymous search engine built on top of Freenet.

GNUnet [102, 23] is an anonymous file-sharing network in which files are broken into fixed-size blocks and each
block is stored under its own key. Since this creates a large index relative to the amount of data, a Bloom filter [27]
is used to reduce the size of the in-memory index. Queries use UDP rather than establishing a TCP connection and
exchanging cryptographic keys, so brief exchanges between peers are more practical than in Freenet, but there is no
link encryption, so a global eavesdropper can determine the source of any request. Unlike Freenet, files can be stored
permanently on a single node rather than (or as well as) being inserted into the network. Queries are routed randomly
– there is no concept of an ‘epicentre’ for a key.

Kugler [154] describes a predecessor attack against reader anonymity in GNUnet. If a file is held permanently on a
single node rather than being inserted into the network, a similar attack can be used to find the publisher.

In the MUTE file-sharing network [187], file transfers as well as searches pass through an encrypted multi-hop
overlay. MUTE’s routing protocol is inspired by the collective foraging behaviour of ants, which use pheremone
trails to guide one another to food sources. Each node counts the packets arriving from each source on each link,
and packets are forwarded probabilistically based on the strength of the destination’s ‘scent’. Packets addressed to
unknown destinations are flooded to discover short routes.

Packets are not signed, so an attacker could divert a victim’s packets by adopting the victim’s address. Even if packets
were signed, reverse-path routing assumes that a good route from a node is also a good route to the node. If an attacker
dropped packets addressed to a victim but continued to forward packets generated by the victim, neighbouring nodes
would not attempt to route around the attacker.

AntsP2P [12] adds end-to-end encryption to MUTE, but intermediate nodes can carry out a man-in-the-middle attack
unless one of the endpoints obtains the other’s public key out-of-band. AntsP2P uses a two-tier structure to improve
scalability.

One of the weaknesses of peer-to-peer anonymising networks is that users can learn the network addresses of a large
number of other users. This kind of ‘address harvesting’ could provide information for intersection attacks or traffic
blocking, and in some circumstances mere participation in an anonymous communication network might be regarded
as suspicious.
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Hazel and Wiley [118] describe Achord, a modified version of Chord [246] in which each node only reveals its
participation to O(logN) other nodes. An attacker cannot discover the address of the node that is responsible for
a given key unless it is one of the node’s O(logN) neighbours, which can be checked by hashing its IP address.
However, this does not provide much protection against an attacker with access to a large number of IP addresses. If
we take each node’s number of neighbours to be log2n, the probability that an attacker with access to a IP addresses
can become the neighbour of a given node is 1 − ((n − log2n)/n)a. For example, in a network of 10,000 nodes,
an attacker who controls a single node and 256 IP addresses can expect to harvest the addresses of 29% of the
participants. If some of the participants use dynamic IP addresses then the attacker can harvest additional addresses
over time.

It might seem that Chord’s routing protocol does not provide strong anonymity for initiators, because the clockwise
distance to the requested key decreases at each hop, allowing a node to estimate the probability that the previous
node is the initiator. However, O’Donnell and Vaikuntanathan [191] show that because the previous hop could be
forwarding the request for a large number of nodes, the size of the anonymity set grows linearly with the number of
nodes.

A.1.6 Anonymous Broadcast Networks

The dining cryptographers protocol [45] provides provable sender and recipient anonymity within a broadcast group.
Each pair of participants shares a secret key that is used to seed a pseudo-random number generator. In each round of
the protocol, each participant XORs the outputs of her pseudo-random number generators. A participant who does
not wish to send a message transmits the result, while a participant who wishes to send a message transmits the XOR
of the message and the result. Each participant XORs the values she receives along with the value she transmitted. If
no message was sent, the result is all zeroes, because each pseudo-random bit was transmitted twice. If one message
was sent, it is received by all participants but none of them can identify the sender. If more than one message was
sent, the result is unreadable.

Sender and recipient anonymity are guaranteed, but the protocol scales poorly and is vulnerable to denial of service
attacks: any participant can anonymously jam the channel by transmitting in every round.

In XOR trees [77] a variant of the dining cryptographers protocol is used to communicate over a spanning tree.

Herbivore [104] is a peer-to-peer network in which cliques of around 100 nodes implement the dining cryptographers
protocol. A structured overlay [246] routes messages between cliques. An eavesdropper can observe communication
between cliques, but cannot tell which member of each clique is communicating. Anonymous connections can also
be made to internet servers. (CliqueNet [239] is an earlier proposal by the same authors.)

Herbivore’s secure entry protocol uses computational puzzles to prevent nodes from joining arbitrary cliques, but
the average clique contains 128 nodes, so an attacker who controls a small fraction of the nodes has a reasonable
chance of having a node in any given clique, allowing the attacker to jam the clique’s communication anonymously.
For example, in a network of 100 cliques, an attacker who controls just 1% of the nodes can jam an expected
1− (99/100)128 = 72% of the cliques.

Nodes leave a clique if they are unable to transmit for a certain number of rounds, but this exposes them to an
intersection attack: if an attacker observes a clique communicating with an internet host the attacker wishes to
censor, the attacker can jam the clique (assuming it controls a suitable node) until the transmitting node leaves. The
attack is then repeated against any clique that attempts to communicate with the censored host, each time intersecting
the membership sets of the cliques until the transmitter is identified.

P 5 [235] uses broadcast groups to hide the source of messages, but does not rely on the dining cryptographers
protocol. Senders join broadcast groups that are arranged in a binary tree, with each group having a variable-length
identifier that indicates its position in the tree: the root group has an empty identifier, its two children have the one-bit
identifiers 0 and 1, and so on. Each node belongs to several randomly chosen groups, keeping the tree connected with
high probability.

Messages are addressed to prefixes, and are received probabilistically by every group with a matching identifier.
For example, a message addressed to the empty prefix will reach the entire tree, while a message addressed to the
prefix 0 will reach the left half of the tree. Messages are delivered unreliably, and the loss rate is generally higher
for shorter prefixes, because of the larger number of matching groups. This allows each user to trade off anonymity
against efficiency: by revealing a longer prefix to a sender, a recipient reduces the size of his or her anonymity set, but
also reduces the number of groups that will receive the sender’s messages, improving the signal to noise ratio. Each
correspondent chooses a suitable degree of anonymity, and communication takes place using the longest common
prefix.
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P 5 also supports onion encryption, allowing messages to be forwarded through multiple groups to hide the sender’s
identity. Router keys are distributed by broadcast, which might allow a man-in-the-middle attack.

A.2 Robustness

Censorship resistance can be seen as an extreme example of the well-studied problem of availability: that is, ensuring
that information remains available in the face of intentional attacks and accidental failures. Availability requires both
robust storage of the information, and robust communication between those who are storing the information and
those who wish to access it.

A.2.1 Robust Storage

Robust storage systems make it difficult to delete documents that have been published, without necessarily providing
anonymity for publishers or readers.

Usenet [123] is a public discussion forum divided into topics or newsgroups. Anyone with access to a Usenet server
can read and publish messages, although messages sent to some newsgroups must be approved by moderators, and
most users cannot create new groups.

The NNTP protocol [141] that is used for most Usenet connections does not distinguish between clients and servers
– messages are published, propagated, and read using a simple peer-to-peer flooding mechanism. When a server
receives a new message, it sends the message’s identifier to all neighbours (clients and servers) that have expressed
an interest in the newsgroup to which the message is addressed. Neighbours that have not already seen the message
request it and propagate it to their own neighbours.

Usenet allows publishers and readers to remain anonymous to everyone except the local news server. Likewise,
servers can be concealed from everyone except their neighbours. NNTP connections can be encrypted using SSL,
although this does not prevent traffic analysis. Message identifiers are not cryptographically secure, so a message
can be prevented from propagating by sending out a different message with the same identifier. It is hard for users to
remove messages from the system once they have been published, but a node at an articulation point in the network
can choose which messages pass from one subnetwork to the other – for example a server can filter what is available
to local clients. Servers generally store the most recent messages in each group and discard old messages to save
space, so an attacker may be able to force a message to expire by sending a large volume of messages to the same
group.

Anderson [10] describes the Eternity Service, a robust network of servers that store files in exchange for anonymous
payment in a digital currency. Although it has never been implemented, the Eternity Service has influenced many
later designs.

Publius [259, 257] is a censorship-resistant publishing system in which a small number of well-known servers store
encrypted documents on behalf of clients. To publish a file, a client encrypts it with a secret key and then breaks the
key into n shares, any k < n of which can be used to reconstruct the key. Each share is stored on a different server
along with a copy of the encrypted file. No single server can decrypt the file it is holding, but a client that retrieves
enough shares (using a multi-part URL which is assumed to be unknown to the servers) can reconstruct the key and
thereby decrypt and tamper-check the file.

There is a password-based update mechanism that allows a file’s publisher to replace the file with a pointer to a
newer version. This mechanism would be susceptible to a dictionary attack by a server operator, or a slower (but
parallelisable) dictionary attack by a client.

Publius uses standard web server and client software plus a local proxy on the client side, so it is easy to deploy.
However, the list of servers must be well-known and agreed by all clients, so central administration is required, and the
servers may be attacked or access to them may be blocked. Files are published and retrieved using a standard HTTP
connection – the client’s identity is not hidden from the server or from eavesdroppers, although clients requiring
anonymity could connect through a mix network.

Tangler [258] is a similar system that does not require central administration. Servers can join and leave dynamically,
but there must be general agreement about the list of participating servers. Server and data identifiers are mapped
onto a circular address space using a hash function. Each server is responsible for several regions of the address
space selected by hashing its public key and the date. Each region changes hands on average every 14 days. A server
can make itself responsible for an arbitrary region if it can find a suitable public key. (Goel et al. [104] describe a
protocol that mitigates this problem using partial hash collisions.)
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A storage credit is a cryptographically signed promise to store a block of data for a period of two weeks. The amount
of storage a server can request depends on the amount it makes available. If a server that has stored a block fails to
return it, the requesting server removes the failed server from its list and presents the signed storage credit to another
server (a witness), which requests the same block from the failed server. This process continues until the block is
retrieved or the failed server is evicted from the network. The server can rejoin the network immediately under a
different key, but new servers must supply free storage for one month before requesting storage credits, limiting the
amount of damage they can inflict.

Documents are published in hierarchical collections and the root of each collection is signed with the publisher’s pri-
vate key, allowing publishers to update their collections and readers to check that documents have not been tampered
with. A collection can contain signature-based ‘soft links’ and hash-based ‘hard links’ to files in other collections.

Tangler’s most interesting feature is document entanglement. This is a way of combining a new file with previously
published files in such a way that reconstructing the new file requires access to the files with which it was entangled.
This makes it difficult to delete certain files from the system without affecting others, although a file is not protected
until newer files have been entangled with it. Entanglement creates an incentive for publishers to replicate one
another’s files, but it does not create an incentive to entangle one’s files in the first place (entanglement doubles the
number of credits needed to store a file).

To entangle a file, it is first broken up into data blocks. For each data block, two previously published server blocks
are requested at random from the Tangler network. A variation of Shamir’s secret sharing algorithm [234] is used to
transform the three blocks into four shares, two of which are the previously published server blocks and two of which
are new server blocks. Any three of the four shares are sufficient to reconstruct the data block. The new server blocks
are stored in the Tangler network and may be further entangled with future documents.

For each new server block that must be stored, the publisher requests a storage credit from any Tangler server.
Servers can apply any policy they like to storage requests – they might require payment or registration, might allow
anonymous access through a mix network, etc. Requests are blinded so that the server does not see the block it is
requesting storage for, but knows which server is responsible for the corresponding region. The request is forwarded
to the responsible server, and the resulting storage credit is returned to the publisher, who uses it to store the server
block on the responsible server. Servers exchange storage credits at the same time each day, which hinders traffic
analysis but could create load and synchronisation problems.

PAST [79] is a distributed storage system built on top of the Pastry overlay network [80]. Files are replicated across
multiple nodes to keep them available in the face of attacks and failures; requests are routed to the nearest replica
according to a metric such as geographic distance or network latency. To prevent users from using more storage than
they contribute, PAST has a quota system based on centrally administered smart cards. This provides a single point
of attack for anyone wishing to shut down the network.

FARSITE [5] also uses a hierarchical public key infrastructure to control access to a decentralised, distributed file
system. A Byzantine agreement protocol [40] is used to prevent corrupt nodes from tampering with directory meta-
data.

Like Tangler, CFS [60] allows users to publish hierarchical collections of files under digitally signed root blocks.
Each block of a collection is stored on a server selected by hashing the block; the Chord protocol [246] is then used
to locate the appropriate server. Files are stored for a finite time unless the publisher renews them, subject to a storage
quota for each IP address – this could create problems for clients who wish to store files anonymously through a mix
network.

HiveCache [120] is a distributed backup system that uses content hashes to identify duplicated files on a local network,
and distributes copies of unique files to machines with free storage space. Mnet [182] is a wide-area distributed file
store based on similar principles.

Song et al. [243] describe methods for searching an encrypted file without revealing the search terms or the contents
of the file to the server performing the search. This could be used to combine keyword searches with ‘plausible
deniability’, in which servers should not understand the content of files they are storing.

A.2.2 Robust Routing

Byzantine Robustness

Perlman [200] considers the problem of routing in the presence of faults that produce arbitrarily complex behaviour,
which are known as Byzantine faults [157]. A network layer is considered Byzantine robust if it can deliver a packet
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provided there is a fault-free path between the source and the destination. This means that faulty components off the
path must not be able to interfere with the discovery or use of the fault-free path.

Perlman’s solution uses reserved buffers, round-robin scheduling, non-wrapping sequence numbers, and public key
authentication. A buffer is reserved at each router for each source, and a packet is only admitted to the buffer if it
is signed with the source’s private key and has a higher sequence number than any packet previously seen from that
source. Packets are flooded through the network, so if a fault-free path exists between a source and a destination then
it will be found. Round-robin scheduling on each link ensures that every source will have access to the link within
a predictable time; non-wrapping sequence numbers prevent faulty nodes from causing interference by replaying
authenticated packets; reserved buffers ensure that no interference occurs between authorised sources; and public key
authentication excludes unauthorised sources from the network.

If a router receiving an authenticated packet already has in its buffer an authenticated packet from the same source
with a higher sequence number, it replies with the buffered packet and does not buffer the received packet. This
ensures that every router eventually obtains a copy of the latest packet from every source, even after crashes or
partitions. It also provides a way for a source to reacquire its own sequence number after a crash.

A source is responsible for ensuring that it does not generate a new packet until its previous packet has been received
by the destination. Otherwise the new packet may overtake the old packet and prevent it from reaching the destination.
To allow sources to transmit data more quickly, the design can be extended to multiple buffers per source at each
router.

The robustness of this scheme depends on authentication: to allocate resources correctly, each router must have
a complete list of sources along with their public keys. To reduce the amount of manual configuration required,
Perlman suggests delegating the distribution of public keys to one or more trusted nodes. The trusted nodes’ public
keys are manually installed at each router, and each trusted node uses the robust flooding described above to distribute
signed public key lists containing the identities and public keys of authorised sources.

In the event that one or more of the trusted nodes develops a Byzantine fault, the public key lists received from
different trusted nodes may disagree. (This is possible even in the absence of faults, if updates to the public key
list are received from different trusted nodes at different times.) The definition of Byzantine robustness used in this
situation is more restrictive: a node is only considered non-faulty if there is a non-faulty path from at least one non-
faulty trusted node to the node in question. (In other words, a node that does not have at least one correct public key
list is considered faulty.)

Two mechanisms limit the damage that can be caused by faulty trusted nodes. First, the number of sources that can
be listed by any trusted node is bounded by the manually configured parameter N . If the number of trusted node keys
installed on a router is t, then it must reserve a maximum of tN buffers. If a trusted node lists more than N sources
then it is assumed to be faulty.

Second, every source checks that its own identity and public key are in the list. If they are missing then the trusted
node that signed the list is assumed to be faulty and its list is ignored.

Zhou and Haas [277] describe a different technique for distributed management of public key lists. Whereas Perlman
uses a different certifying key pair for each trusted node, Zhou and Haas use a single key pair distributed across
multiple nodes. To prevent a single faulty node from creating false certificates, the private key is broken into shares
using a secret sharing algorithm [234]. The shares can only be used to generate partial signatures, several of which
must be combined to produce a valid certificate. The scheme is secure against attackers who can compromise new
nodes over time, referred to as ‘mobile attackers’, because the certifying nodes periodically recombine their shares of
the private key to produce a new sharing of the same key, such that partial signatures created with old shares cannot
be combined with partial signatures created with new shares. It is also impossible to reconstruct the private key from
a mixture of old and new shares. Re-sharing the key in this way effectively revokes the old shares without changing
the key. To reconstruct the private key, the attacker must compromise all the necessary nodes between one re-sharing
and the next. However, the paper does not explain how compromised nodes can be detected and excluded from the
re-sharing process.

Perlman’s flooding scheme is robust but inefficient, because every packet must be transmitted and authenticated on
every link. An alternative scheme by the same author, robust link state routing [200], provides higher efficiency
but lower robustness. Every node uses the robust flooding scheme to broadcast a signed link state packet listing its
neighbours. As with the robust flooding scheme, the network may contain several trusted nodes and their public
key lists may not agree, so each source constructs a separate ‘view’ of the network for each public key list. A link
between two nodes is added to a view if both nodes report the link and both nodes are in the view’s public key list.
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Each view is then used to calculate node disjoint paths between the source and the destination, and packets are source
routed along the paths.

The link state scheme is less robust than the flooding scheme because a fault-free path will be rejected by the path
selection algorithm if it shares one or more nodes with a faulty path.

Avramopoulos et al. [15, 14] propose using message authentication codes instead of digital signatures to authenticate
packets in robust link state routing. This decreases the computational overhead but increases the bandwidth overhead,
as a separate message authentication code is needed for each node along the path. Acknowledgements, timeouts and
fault announcements are proposed to detect and avoid faulty links.

There are no proposals that achieve Byzantine robustness without trusted nodes. Awerbuch et al. [16] describe a way
to detect and avoid faulty links using probe messages, but without certified identities it is possible for an attacker to
advertise any number of imaginary nodes and links, replacing them with new ones as soon as they are detected [78].

Secure Ad Hoc Routing Protocols

Link State Procotols

Hauser et al. [117] propose using one-way hash chains to authenticate link state updates. Separate chains are used
to indicate whether a link is active or inactive. Cheung [49] suggests using hash chains and delayed disclosure [201]
to generate message authentication codes. This requires loose clock synchronisation and optimistic acceptance of
unverified updates.

Nodes in the Secure Link State Protocol (SLSP) [195] maintain topological information for a local zone. Hash
chains are used to prevent signed link state updates from propagating out of the zone. Routing between zones is not
discussed.

All these protocols require certified identities, and all are vulnerable to a tunnelling attack in which two corrupt nodes
construct a tunnel between themselves and pass encapsulated packets through it [225]. This makes the corrupt nodes
appear to be neighbours, so the route appears shorter than it actually is, which will cause many routing protocols to
prefer it.

These protocols authenticate routing packets, but none of them attempts to ensure the delivery of data packets once a
route has been discovered. An attacker might participate correctly in the routing protocol and then drop data packets.

Distance Vector Protocols

Smith et al. [240] suggest using digital signatures to authenticate the immutable fields of distance vector updates, and
a signed predecessor field together with a path-finding algorithm (in other words a link state protocol) to authenticate
the mutable hop count field.

Secure Ad Hoc On Demand Distance Vector routing (SAODV) [271, 272] also uses digital signatures to authenticate
immutable fields. Hash chains are used to prevent corrupt nodes from decreasing the hop count, although they cannot
be forced to increment it. Secure Efficient Ad Hoc Distance Vector (SEAD) [124] uses hash chains in place of
DSDV’s destination sequence numbers.

As with the link state protocols, all these protocols require certified identities, are vulnerable to tunnelling, and fail
to protect data packets.

Source Routing Protocols

Ariadne [125] uses hash chains and delayed disclosure [201] to authenticate a DSR-like source routing protocol. This
requires loose clock synchronisation and certified identities.

Papadimitratos and Haas [194] describe an on-demand source routing protocol in which route requests and replies are
authenticated end-to-end using message authentication codes. The source and destination do not need to share keys
with intermediate nodes, so no certificate authority is required. However, the protocol is vulnerable to tunnelling and
does not protect data packets.

ARAN [225] is an on-demand protocol that finds the quickest (rather than the shortest) path from the source to the
destination in order to prevent tunnelling attacks. Unused paths are eventually deleted by intermediate nodes. A
certificate authority is required, and data packets are not protected.

The Secure Border Gateway Protocol (S-BGP) [143] uses certified identities to authenticate inter-domain route ad-
vertisements and to check that every autonomous system along the route is authorised to advertise the destination.
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A.3 Cooperation

Any system in which the infrastructure is provided collectively by the users faces the problem of encouraging users to
contribute resources as well as consuming them. In other words, users must cooperate with one another. This problem
can also be seen as an aspect of robustness, since many denial of service attacks work by exhausting resources.

Nielson et al. [190] classify the various ‘rational attacks’ that might be carried out by self-interested nodes in a
communication network. They distinguish between altruistic or obedient nodes, which obey the system’s protocols
regardless of their own self-interest; malicious nodes, which attempt to damage the system; and rational nodes, which
attempt to benefit from the system, possibly by disobeying its protocols.

Adar and Huberman’s widely cited paper Free Riding on Gnutella [4] presents measurements from a large Gnutella
network, which show that the majority of participants make no files available for download, and the majority of
downloads are from a tiny minority of peers. It is suggested that this ‘free riding’ phenomenon will eventually lead
to the collapse of the network, although the large number of downloads observed could equally be seen as evidence
of the network’s continuing health, albeit at the expense of a small number of altruists. Gnutella-based networks
continue to attract millions of users [167], but file-sharing networks with incentive mechanisms appear to be more
popular still [196].

Four main approaches have been taken to the problem of encouraging resource contribution in communication net-
works:

1. Micropayments: nodes pay one another for services using a digital currency. To prevent double spending,
micropayment systems require either tamper-resistant hardware or a central bank.

2. Audits: nodes test one another and exclude misbehaving nodes from the network. Excluded nodes must not be
able to re-enter the network under new identities, so audit systems require certified identities or other barriers
to entry.

3. Reputations: nodes publicise the outcomes of their interactions, and combine other nodes’ reports with their
own observations when deciding whether to cooperate. Like audits, reputations require limits on the creation
of identities.

4. Reciprocation: pairs of nodes dynamically adjust the level of service they offer each other based on the level
of service received. Reciprocation does not require any centralised infrastructure.

Huang et al. [126] question the usefulness of incentive mechanisms in mobile ad hoc networks. They argue that
incentives to cooperate are unlikely to be necessary during the early stages of adoption, when most users are likely
to be enthusiasts who will not mind incurring costs to use a new technology. Incentive mechanisms may even hinder
adoption by increasing complexity and adding unnecessary performance overheads. It is suggested that incentive
mechanisms could be grafted on later at the application layer if they turn out to be necessary. However, incentive
mechanisms in ad hoc networks are meant to enable multi-hop communication by encouraging nodes to forward
packets. It is not clear that application-layer incentives could achieve this goal, since intermediate nodes might
not be interested in the same applications as the endpoints. Application-layer incentives would seem to imply the
construction of a separate ad hoc network for each application, whereas network effects [166] suggest that a single
general-purpose network would be more useful.

A.3.1 Micropayments

Golle et al. [107] present a game theoretic analysis of free riding in centralised file-sharing networks. Micropayments
are proposed to encourage sharing.

Crowcroft et al. [58] establish a model of bandwidth and energy costs for source, sink and transit nodes in a multi-hop
wireless ad hoc network. A node incurs costs whenever it receives or transmits a packet, and it is therefore not in a
node’s interest to forward packets for other nodes. Micropayments are suggested to encourage forwarding, but the
paper does not explain the operation of the micropayment system. Xue et al. [267], Chandan and Hogendorn [43],
and Anderegg and Eidenbenz [9] also develop pricing models for wireless networks.

Buttyán and Hubaux [36] propose a virtual currency called ‘nuglets’, implemented with tamper-resistant hardware
and a public key infrastructure.

Ioannidis et al. [133], Vishnumurthy et al. [255], Li et al. [165], and Figueiredo et al. [91] describe micropayment
systems for peer-to-peer networks.
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A.3.2 Audits

Blanc et al. [26] model peer-to-peer routing as a random matching game: in each round the nodes are randomly
paired, and each pair plays a single-round prisoner’s dilemma [155]. Defection is reported to a reputation system,
the operation of which is not explained. A node retrieves the reputation of its opponent before playing, and defection
is punished for a certain time period, during which the punished node must always cooperate and tolerate defection,
otherwise the period restarts. It is shown that if the punishment time is long enough, an equilibrium exists in which
all nodes cooperate. However, the mechanism is vulnerable to noise and assumes regular traffic patterns. If a node
can compress its traffic into bursts, it can defect at the end of each burst and then wait for the punishment period to
expire before playing again. A user who can create multiple identities can use them in rotation, defecting and then
leaving the identity idle until its punishment is over.

Catch [171] is a protocol that encourages forwarding in multi-hop wireless networks by making it risky for nodes to
lie about their connectivity to avoid forwarding. Nodes use anonymous challenges to test their neighbours’ connec-
tivity; nodes that fail to retransmit challenge messages are excluded from the network. Punishment depends on the
assumption that nodes cannot generate new identities, but MAC addresses can be changed freely on most existing
hardware, and indeed the Catch protocol relies on the ability to scrub the source address from outgoing packets.
The authentication mechanisms in IEEE 802.11i [130] are cited as preventing nodes from changing identities, which
means that Catch is only applicable to networks with a central authentication infrastructure.

Ngan et al. [189] describe a peer-to-peer storage system in which every node publishes a signed list of the files it is
storing on behalf of other nodes, and the files other nodes are storing on its behalf. Random audits are used to detect
and exclude nodes that publish false claims.

A.3.3 Reputations

Resnick et al. [214] provide an overview of reputation systems on the internet. Three requirements for a successful
reputation system are identified:

1. Long-lived entities that inspire an expectation of future interaction.

2. Capture and distribution of feedback about interactions.

3. Use of feedback to guide trust decisions.

The first requirement is perhaps the hardest to guarantee in an open system. A Sybil attack [78] involves the use of
multiple identities by a single attacker. Douceur shows that such attacks are possible in almost any system without
a central administrative component. Introducing barriers to the maintenance of multiple identities, such as compu-
tational puzzles [81], can limit the extent of the attack but not prevent it entirely; the limit cannot be tight if there is
significant heterogeneity in node capabilities, because a single strong node can impersonate several weak nodes.

Buchegger and Le Boudec [33] propose a Bayesian reputation system for ad hoc networks. Nodes exchange obser-
vations of good or bad behaviour with their neighbours, integrating the rumours with their own observations using
a Bayesian rule which attempts to exclude observations that do not fit prior expectations. In this way the effect of
slander is minimised. This allows the reputation system to incorporate both positive and negative information with-
out being vulnerable to liars. However, if a node is free to generate new identities then it can discard its negative
reputation, or use separate concurrent identities for good and bad behaviour.

A more recent proposal from the same authors [34] uses separate performance and honesty metrics. A node is
considered honest if its reports of other nodes’ performance are consistent with first-hand observations. If a node
does not meet a certain threshold of honesty, its reports are not incorporated. It might be possible to exploit this
mechanism by performing well for some nodes and badly for others, causing them to mistrust one another and thus
preventing the spread of bad performance reports.

P-Grid [1] is a peer-to-peer network incorporating a reputation system [67]. Performance reports are stored in a
structured overlay and can be retrieved by any interested node. Each report is weighted according to the reporter’s
trustworthiness, which is based on first-hand experience of its performance – performance and honesty are conflated.
The weighted reports are then aggregated using maximum likelihood estimation.

It is assumed that liars do not collude, because the reputation system is vulnerable to an attacker who controls two
identities: the first identity misbehaves, and the second identity behaves well in order to appear trustworthy, but gives
false positive reports about the first identity.
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Marti et al. [174] propose a two-part solution to selfish behaviour in ad hoc wireless networks. They do not address
malicious or collusive behaviour. The first component of their solution is the ‘watchdog’: nodes listen in promiscuous
mode to overhear their neighbours forwarding packets. The second component is the ‘pathrater’: nodes that forward
less than a certain fraction of packets are reported to the source, and routes are selected so as to avoid uncooperative
nodes. It might be argued that this is exactly what uncooperative nodes want, since they will save bandwidth and
battery power by being excluded from forwarding. However, well-behaved nodes also benefit because they avoid
retransmitting lost packets.

A.3.4 Reciprocation

SLIC [249] is an incentive mechanism for peer-to-peer search overlays. Each node allocates capacity to its neigh-
bours’ queries based on the number of search results they have supplied in the recent past. The SLIC incentive
mechanism is very simple, with a single value between 0 and 1 representing a node’s assessment of the quality of
each neighbour. The value is updated periodically based on the number of search results returned. Clearly this creates
an incentive for nodes to manufacture search results, but a similar mechanism could be applied to verifiable tokens.

Simulations show that nodes which share fewer files than average receive worse than average service from the net-
work, creating an incentive to share. Nodes that share more than the average number of files experience better than
average service, although the improvement eventually levels off. Similar relationships hold for the number of con-
nections and the amount of capacity allocated to neighbours’ queries. A malicious node cannot flood the network by
allocating most or all of its capacity to its own queries, since by doing so it decreases its neighbours’ satisfaction with
its performance and thus decreases the capacity allocated to it. However, a selfish node can increase the number of
results it receives by sending slightly more queries than the average. It is not clear what determines the level at which
the number of results starts to decrease again due to decreased cooperation from neighbours, or what would be the
effect of all nodes increasing their query rates.

Queries and results travel multiple hops while reciprocation only takes place over a single hop, so the resources
used and contributed by a node are not measurable by its immediate neighbours. Another complicating factor is that
searches and search results compete for bandwidth – it is not clear whether the capacity used by a search result is
‘charged’ to the searcher, the responder, or neither.

Further simulations show that if nodes are allowed to drop an unsatisfactory connection and establish a new con-
nection while keeping the total number of connections constant, nodes with fewer than average files or higher than
average query rates tend to experience reduced utility, while other nodes tend to experience increased utility – in other
words the topology adapts to exclude free riders. SLIC addresses the problem of free riders rejoining the network
under new identities by assigning a value to new connections that depends inversely on the node’s level of satisfaction
with its current connections. A node that is satisfied gives a low value to new connections, while a dissatisfied node
is more likely to take a risk on an unknown neighbour in the hope of improving its situation. There seems to be a
danger of positive feedback here, with dissatisfied nodes becoming increasingly vulnerable to free riders.

BitTorrent [54] is a peer-to-peer protocol for distributing large files. It aims to shift the burden of distributing a file
onto those people who are interested in obtaining it, by allowing them to download pieces from one another. Each
peer connects to a central tracker to find other peers that are downloading the same file. Peers contact one another
and share information about which pieces of the file they have downloaded.

BitTorrent uses a technique inspired by Tit For Tat (see Section A.3.5) to encourage peers to upload. Each peer main-
tains a fixed number of ‘unchoked’ uploads, with all other connections ‘choked’ (nothing is uploaded). Periodically,
one randomly chosen connection is unchoked – this roughly corresponds to Tit For Tat’s policy of cooperating on
the first move. The other unchoked connections are those that have recently provided the best download speed – this
corresponds to Tit For Tat’s policy of rewarding cooperation and punishing defection. When all downloads appear to
be choked at the other end, additional connections are randomly unchoked. This allows peers to recover from cycles
of mutual punishment.

BitTorrent achieves excellent download speeds in practice, but the centralised tracker limits scalability and creates
a single point of failure. Recent versions of BitTorrent allow peers to discover one another using a distributed hash
table [176, 18].

The eDonkey2000 [83] and eMule [85, 156] file-sharing networks also allocate bandwidth in a reciprocal fashion.
The criteria used by eDonkey2000 are not documented, but eMule uses a combination of the amount of data sent,
the amount of data received, the priority assigned to the requested file by the uploader, and the length of time the
requester has spent in the queue [156].
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Cooper and Garcia-Molina [55] describe a reciprocal backup system in which peers bid for storage space on other
peers by offering space in return. There is no mechanism for dealing with peers that delete the files they have been
asked to store.

Storage relationships in the Samsara [57] backup system do not have to be symmetric – instead, each peer that is
asked to store a block issues an equal-sized ‘claim’ in return. The claim is generated using a secret key, so the owner
does not need to keep a copy of it. Peers that are storing blocks periodically test the holders of the corresponding
claims, discarding the blocks if the claims have been discarded. There are no third-party audits [189].

Claims consume up to half of Samsara’s storage capacity, so to save space a peer can forward a claim to a peer that
asks it to store a block, rather than manufacturing a new claim. If a claim is forwarded in a loop then it occupies no
space because the owner does not need to store it, but simulations show that this rarely happens in practice.

Ackemann et al. [2] describe how reciprocation can be extended beyond a single resource or service, by looking
for ‘bartering rings’ in which each node provides a service to the next node in the ring at a level determined by the
quality of service received from the previous node. The goal is mutual benefit rather than quid pro quo fairness, since
it may not be possible to compare the values of different services. Gauthier et al. [99] suggest a similar scheme;
Anagnostakis and Greenwald [8] provide a protocol for finding suitable rings in a file-sharing network.

GNUnet’s economic model [111] aims to allocate resources in such a way that people with no resources to offer can
use the network’s spare capacity, without making the network vulnerable to denial of service attacks. Nodes pay
their neighbours to forward queries; payment balances exist between pairs of nodes but are not transferable, so no
monetary system is required. Priority is given to ‘paid’ queries, and spare bandwidth and storage are allocated to
‘unpaid’ queries. Thus a denial of service attack can only use the network’s excess bandwidth and storage unless the
attacker contributes resources to the network, which would defeat the purpose of the attack.

SWIFT [250] uses payment balances between pairs of nodes to encourage nodes to upload files. Each node counts
the number of bytes sent and received on each connection, and uploads in round-robin order to those neighbours with
positive credit balances. Simulations show that nodes benefit by allocating a small fraction of their bandwidth to
‘largesse’, which is distributed equally among all neighbours, because this helps to avoid deadlock.

A.3.5 Game Theory

If a network is viewed as a group of self-interested individuals interacting according to rules specified by the protocol
designer, then game theory provides tools for identifying vulnerabilities to free riders and attackers, and mechanism
design can be used to create protocols that resist attack and reward cooperation.

Distributed algorithmic mechanism design [86] focusses on mechanisms that are computationally tractable and can
be implemented in a distributed fashion. Shneidman and Parkes [237] give a brief overview of open questions in
distributed algorithmic mechanism design and discuss the problem of rational behaviour in peer-to-peer networks.

Simple games can embody surprisingly complex problems, and perhaps no such game has received more attention
than the prisoner’s dilemma [155]. Formally, the prisoner’s dilemma is a single-round game for two players. Each
player chooses between two actions called cooperation and defection, and receives a payoff that depends on the
choices of both players: T is the ‘temptation’ payoff for unilateral defection, R is the ‘reward’ payoff for mutual
cooperation, P is the ‘punishment’ payoff for mutual defection, and S is the ‘sucker’ payoff for unilateral cooperation.
The dilemma arises because the payoffs are in the order T > R > P > S, which means a rational player will defect
unless she has reason to believe that her opponent intends to cooperate. Both players therefore defect, leading to a
suboptimal payoff for both players, since R > P .

Axelrod [17] describes two computer programming tournaments in which programs submitted by game theorists
from around the world competed in an iterated version of the prisoner’s dilemma. In the iterated game, players face
each other for an unknown number of rounds. Automatic defection is no longer necessarily the best strategy, because
players have the chance to recognise cooperative opponents and gain a higher payoff through mutual cooperation.
However, each player will be tempted to defect once her opponent has started to cooperate, in order to claim the
highest payoff for unilateral defection.

The winner of Axelrod’s first tournament was a simple program called Tit For Tat. This program cooperates in the first
round, and in subsequent rounds copies its opponent’s choice from the previous round. Thus it ‘punishes’ defection
with a single round of defection, and ‘rewards’ cooperation with a single round of cooperation. The simplicity of this
strategy made its success surprising, and in the second tournament many programs tried to exploit weaknesses of Tit
For Tat that had been identified in the first tournament, such as its tendency to fall into cycles of mutual punishment.
However, Tit For Tat also won the second tournament, suggesting that it is a stable and versatile strategy.
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No matter what the length of the game, Tit For Tat loses against a program that always defects, because Tit For Tat
cooperates in the first round. However, against a mixed population of strategies, Tit For Tat tends to do better overall
than any other strategy. This is particularly true when the population contains a few other instances of Tit For Tat,
since these instances will gain enough benefit from their occasional cooperative encounters with one another to offset
their losses when they encounter defectors. In an evolutionary simulation, a small cluster of Tit For Tat players was
able to invade a population containing a mixture of strategies, and it has been proven that a population of Tit For Tat
players can resist invasion by any other single strategy, meaning that Tit For Tat is an evolutionarily stable strategy
(ESS) [241].

Axelrod claims that Tit For Tat’s success is due to four characteristics:

1. Niceness: Tit For Tat starts by trying to cooperate, and only ever defects in response to a defection from its
opponent. Thus it always does well against other nice strategies.

2. Responsiveness: Tit For Tat reacts quickly to any change in its opponent’s behaviour, minimising its losses
with an opponent that defects and maximising its gains with an opponent that cooperates.

3. Forgiveness: Tit For Tat never punishes a single defection for more than one round. Less forgiving strategies
are more likely to be caught in cycles of mutual punishment.

4. Clarity: Tit For Tat’s response to any behaviour is easy to predict. While this might seem to leave it vulnerable
to exploitation, it actually encourages cooperation since the best long-term strategy when playing against Tit
For Tat is to cooperate.

Huberman and Glance [127] find that the emergent properties of simulations like Axelrod’s can change drastically if
the nodes are updated asynchronously rather than synchronously. Initial conditions that produce a complex and con-
stantly changing mixture of cooperation and defection under synchronous updating converge to universal defection
under asynchronous updating.

Félegyházi et al. [89] apply a variant of Tit For Tat to the forwarding problem in multi-hop networks. In their
model, each node is the source of a single flow and can measure its end-to-end throughput. A node considers itself
to be playing against the rest of the network and does not distinguish between nodes, thus avoiding the need for
authentication. If the number of packets delivered on a node’s behalf divided by the number of packets it forwards
is above a certain threshold, the node continues to forward packets (this is called cooperation). Otherwise the node
drops packets (this is called defection). A node’s strategy can be expressed in terms of the threshold value: zero
means the node always cooperates, while an infinite threshold means the node always defects. A threshold value
of one divided by the average number of relays per route is called Tit For Tat, while any lower threshold is called
Generous Tit For Tat. (However, without authentication a node cannot discover the number of relays per route and
therefore cannot know whether or not it is being generous.)

Simulations are used to discover conditions under which cooperation can emerge without incentive mechanisms, first
in a ring topology and then in a simulated mobile wireless network. In the ring topology, if all nodes play Tit For Tat
then the result is universal cooperation, but if a single node defects then cooperation collapses. It is not in any node’s
interest to defect in such a situation – doing so can only harm its own throughput – so it is a Nash equilibrium [101]
for all nodes to play Tit For Tat. Another equilibrium exists in which all nodes defect. It only takes a single defection
to start the slide from full cooperation to full defection, so the cooperative equilibrium is very sensitive to noise.

In the wireless simulation, the cooperative equilibrium is rarely achieved using Tit For Tat, because routes have
different lengths and some nodes have to forward more than their fair share of packets. If these nodes play a strict
Tit For Tat strategy then they will start to defect, reducing the throughput of other nodes which will start to defect
in turn. Cooperation can still be achieved if some or all of the nodes play Generous Tit For Tat strategies. The level
of generosity required decreases as mobility increases, intuitively because mobility redistributes the load among the
nodes, reducing the chance that a node will have to forward more than its fair share of packets for a long period.

A later paper by the same authors [88] considers continuous strategies, in which a node’s level of cooperation can
vary continuously between 0 and 1 [256]. As in the previous paper, each node treats the rest of the network as a
single rational opponent. This approach lends itself to exploitation by rational nodes, which may be able to defect
while another node suffers the consequences.

Urpi et al. [254] provide another game theoretic analysis of the forwarding problem, including the influence of mo-
bility on cooperation. As mobility increases, nodes interact for shorter periods, making future reward or punishment
less likely – in game theoretic terms, future payoffs are discounted. Nodes are therefore less inclined to cooperate
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as mobility increases, in contrast to the model of Félegyházi et al. in which mobility makes cooperation more likely.
Urpi et al. make the strong assumption that nodes can tell whether their neighbours are forwarding packets, which
may not be possible in real wireless networks due to interference, variable-power transmitters and hidden terminals.
They also use a utility function that could be said to beg the question, because a node derives utility from the delivery
or further forwarding of the packets it forwards, as well as from its own throughput – this is not selfishness in the
conventional sense of the word.

An important observation made in this paper is that a selfish, power-limited node maximises its satisfaction not only
by avoiding forwarding packets for other nodes, but by avoiding sending its own packets if there is a low probability
that they will reach their destination.

Leino [162] compares the energy cost of participating in a multi-hop wireless network to the cost of transmitting
packets directly to the recipient. If free riders can be detected and excluded from the network then it is in the interest
of most nodes to participate in forwarding. Nodes near the centre of the network are less likely to benefit from
participating, due to higher forwarding load and lower average distance to recipients. Routing protocols that discover
minimum-energy routes are more likely to encourage participation than protocols that discover minimum-hop or
minimum-delay routes.

Feldman and Chuang [87] point out that if a packet fails to reach its destination in a multi-hop network, the source
of the packet may not know which intermediate node is responsible for dropping it. Nevertheless it is shown that, if
the source offers a payment to each relay that is conditional on the end-to-end delivery of the packet, it is possible to
induce an equilibrium in which all nodes cooperate without per-hop monitoring. Transmission costs for each node
and loss rates for each link are assumed to be known to the sender. The payment mechanism is not discussed – it is
assumed that the source does not default on payment once its packet has been delivered.

A.4 Decentralised Communication Networks

Peer-to-peer overlays and mobile ad hoc networks have been the focus of much recent research. These decentralised
networks share three characteristics that set them apart from traditional communication networks: open membership,
autonomous nodes, and the absence of central administration. The resulting issues of self-organisation, scalability
and stability are relevant to the design of censorship-resistant networks.

A.4.1 Mobile Ad Hoc Networks

A mobile ad hoc network is a group of wireless nodes that communicate among themselves without infrastructure or
manual configuration. Either routes must be discovered on demand, or changes in the topology must be broadcast
to all interested nodes. Perkins [199] and Hong et al. [122] provide useful reviews of the proliferation of ad hoc
routing protocols, three of which have been adopted as internet standards [172]. Broch et al. [30] and Lee et al. [161]
compare the performance of various ad hoc routing protocols at different levels of mobility.

Traditional routing protocols use address aggregation to reduce the number of routes that each node must store. For
example, IP addresses are aggregated by prefix. Address aggregation breaks down if the nodes are mobile, which
tends to limit the scalability of ad hoc routing protocols. Location-based routing [150, 142, 266] mitigates this
problem by using a lookup service to map addresses onto physical locations. Packets can then be delivered using a
stateless greedy forwarding algorithm. L+ [48] uses a similar approach, based on topological rather than geographic
locations. Unfortunately these techniques are not suitable for anonymous or unlinkable communication, as they
reveal the locations of the communicating parties.

Another factor limiting the scalability of ad hoc networks is the need to disseminate routing information to all nodes,
whether in the form of proactive updates or reactive route requests. Many protocols use flooding with duplicate
suppression, which has the advantage that it discovers the quickest route from the source to each node that receives
the message. However, flooding is inefficient in areas of high node density, where the number of links can be far
larger than the number of nodes. Span [47], SBA [198], and multipoint relaying [208] are techniques for reducing
broadcast redundancy.

A dominating set of a graph is a subset of the nodes such that every node is either a member of the dominating set
or has an edge joining it to a member of the dominating set. A connected dominating set forms a natural routing
backbone for an ad hoc network. Das and Bharghavan [65] and Wu and Li [265] look at heuristic methods for finding
small connected dominating sets.
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A.4.2 Peer-to-Peer Networks

A peer-to-peer network is an internet overlay composed of connections between autonomous peers. Direct commu-
nication between any two peers is possible in principle, but maintaining a connection between every pair of peers is
inefficient, particularly if peers join and leave the network at a high rate. Instead, most peer-to-peer systems construct
a multi-hop search overlay to allow peers that wish to communicate to find one another. A direct connection is then
established for data transfer.

Peer-to-peer search overlays can be divided into two major families. In the first family, often referred to as unstruc-
tured peer-to-peer networks, the topology of the overlay is only loosely controlled and searches are nondeterministic:
matching items are not guaranteed to be found. In the second family, referred to as structured peer-to-peer networks,
tighter control of the overlay topology allows scalable, deterministic searches.

Risson and Moors [216] give a comprehensive survey of the peer-to-peer search literature, and Lua et al. [168]
provide a survey of deployed peer-to-peer systems.

JXTA [108, 139, 31] is a set of protocols intended to provide a cross-platform, interoperable, ubiquitous substrate for
peer-to-peer computing. However, no application has so far demonstrated the advantages offered by this abstraction
– separate peer-to-peer applications do not necessarily benefit from operating on a shared substrate.

Unstructured Peer-to-Peer Networks

Peers in the Gnutella file-sharing network [103] form an unstructured overlay in which messages are broadcast for
a limited number of hops. The overlay is primarily used for searching; files are transferred by direct connections
between peers. The original Gnutella software has been withdrawn, but many other file-sharing programs implement
the Gnutella protocol [100].

The use of flooding limits Gnutella’s scalability: if the query rate is too high then low-bandwidth nodes begin to drop
messages, effectively causing the overlay to fragment [217]. Restricting the range of broadcasts raises the query rate
at which fragmentation occurs, but it does not solve the underlying problem.

Miconi [179] compares the cost of broadcasts in trees and general graphs, and points out that loops in the Gnutella
topology cause a large number of wasted messages due to the ‘crossing letters’ effect. A network with three con-
nections per node is optimal in terms of the number of nodes reached per message, but the topology is likely to
become fragmented if a single connection breaks. Miconi proposes idle connections, which serve to keep the overlay
connected but do not carry search messages unless the number of active connections drops below three.

Searches in LightFlood [137] are restricted to locally constructed spanning trees after the first few hops, allowing
them to reach the same number of nodes as flooding while using fewer messages.

Lv et al. [169] investigate the effect of replacing Gnutella’s broadcast queries with multiple ‘random walkers’.
A walker is a message that is forwarded randomly for a limited number of hops, or until it returns an adequate
number of results. Various strategies for replicating objects are also investigated. (An ‘object’ could be a file, or
information about the location of a file.) It is shown that an ideal replication strategy creates a number of copies
that is proportional to the square root of the frequency with the object is requested. A simple way to implement
this strategy is to replicate the object on every node that forwards it back to the requester. To maintain the square
root relationship, the cache replacement policy should not depend on object popularity – random replacement or
first-in-first-out would be suitable, but least-recently-used would not.

Lv et al. [170] suggest combining random walkers with flow control tokens and a topology adaptation algorithm that
redirects traffic away from overloaded peers. Chawathe et al. [46] develop these techniques further in a new file-
sharing system called Gia, which uses biased random walkers, flow control tokens, topology adaptation and one-hop
replication of file information.

Adaptive Probabilistic Search [252] uses biased random walkers that are forwarded probabilistically depending on
the success of previous searches. The result is that searches tend to be directed towards nodes that return a large
number of results, without requiring explicit knowledge of node capabilities or the overlay topology.

Yang and Garcia-Molina [268] compare four search techniques for unstructured networks. Breadth-first search, the
method originally used by Gnutella, is the standard by which the other techniques are measured. Iterative deep-
ening uses breadth-first searches of increasing depth until a satisfactory number of results are obtained. Directed
breadth-first search only forwards queries to neighbours that have previously returned good results. The fourth tech-
nique, one-hop replication of file information, is the only technique that reduces aggregate bandwidth and processing
requirements compared with breadth-first search without affecting the response time or the number of results.
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The original Gnutella protocol has been extended to take advantage of heterogeneity by using a two-tier structure
[132, 100]. Depending on its capabilities, each peer operates as either a ‘leaf’ or an ‘ultrapeer’. An ultrapeer acts
as a server to a number of leaves and as a peer to other ultrapeers and legacy peers. Overlay connections are not
established between leaves, reducing the load on low-bandwidth peers. The proprietary FastTrack protocol used by
Kazaa, Grokster and iMesh appears to have a similar structure [115].

Yang and Garcia-Molina [269] develop a detailed cost model for a Gnutella-like protocol and use it to derive rules of
thumb for the design of two-tier networks.

In Gnutella’s query routing protocol [220], which is a generalisation of a scheme suggested by Prinkey [207], a peer
avoids receiving unnecessary queries by telling its neighbours which queries it is able to answer. This is done by
creating a list of keywords (eg from the names of shared files) and compressing the list into a Bloom filter [27].

Dynamic querying [93] is another extension to the Gnutella protocol that aims to improve its scalability. When an
ultrapeer receives a query from a leaf, it queries its neighbours one at a time until a satisfactory number of results
have been returned, rather than immediately forwarding the query to all its neighbours. This reduces the bandwidth
used for finding popular items, allowing searches for unpopular items to reach more peers.

Ripeneau et al. [215] used a ‘crawler’ to explore a large Gnutella network between November 2000 and May 2001,
a period of considerable growth. They found significant variation in the lifetime and connectivity of nodes. The
number of connections per node followed a power law distribution [3] in November 2000, but nodes with very few
connections were rare by March 2001, leading to a ‘hump’ in the distribution around 10 connections. The authors
speculate that this might make the network more robust against adversarial failures than a scale-free network [7].
However, Saroiu et al. [226] show that removing 4% of the nodes from a sampled Gnutella topology is enough to
disconnect the network if high-degree nodes are chosen, whereas 30% of the nodes can be removed without causing
disconnection if the selection is random.

Another interesting finding is that the length of time a node can be expected to remain active is proportional to the
length of time it has been active so far – old nodes are likely to outlive young nodes. Bustamante and Qiao found a
similar power law lifetime distribution in 2003 [35].

Stutzbach et al. [248] performed a series of much faster crawls of the Gnutella network between September 2004 and
February 2005. Slow crawls can distort the measured degree distribution, because long-lived nodes may be reported
as neighbours by a large number of short-lived nodes that are present at different times. The topologies recorded by
Stutzbach et al. do not have power law degree distributions and are not vulnerable to the removal of high-degree
nodes.

The skewed lifetime distribution leads to a network with a small, stable core of old nodes and a large, unstable
periphery of new nodes. The emergent core prevents the network from fragmenting under churn.

Sarshar et al. [227] present a query routing protocol for networks with power law degree distributions. Each node’s
list of files and each query are propagated using random walks. A random walk on a scale-free network will usually
reach a high-degree node, and the high-degree nodes will usually form a connected subgraph. Percolation theory
shows that probabilistic flooding within this connected subgraph can be expected to reach all of the high-degree
nodes using a relatively small number of messages, allowing any query to reach any list of files. However, the
high-degree nodes must also have high capacity, since they carry most of the query traffic.

Sarshar and Roychowdhury [228] describe an algorithm for maintaining a power law degree distribution in the face
of churn.

LMS [183] is a lookup protocol for unstructured topologies that is conceptually similar to the Freenet routing al-
gorithm [53], except that instead of trying to create a global minimum or epicentre for each key, files and queries
are replicated across multiple local minima. This means there is no need for topology adaptation. Each replica is
randomly forwarded for a small number of hops and then deterministically forwarded to the nearby node with the
identifier that most closely matches its key. Analysis and simulation show that a relatively small number of replicas
can provide reliable performance in the face of random and adversarial failures.

Roussopoulos and Baker [222, 221] propose that popular metadata should be ‘pushed’ across the search overlay
towards requesters. This reduces traffic on an overlay connection if the pushed item would have been requested at
least once on that connection, so the decision to propagate should be based on expected popularity.

Konspire2b [151] also uses a push model: peers subscribe to authenticated broadcast channels and form ad hoc
distribution trees when broadcasters wish to send files.
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Structured Peer-to-Peer Networks

Collision-resistant hashing allows any file to be identified by a fixed-size hash that is unique with high probability.
File hashes can be used to search for specific files in unstructured peer-to-peer networks, but there is no guarantee that
a matching file will be found if it exists in the network. In contrast, many structured peer-to-peer networks implement
a ‘distributed hash table’ (DHT) abstraction, providing a deterministic exact-match lookup service by structuring the
overlay so that all lookups for the same hash value converge on the same small set of peers.

Plaxton et al. [204] present a method of locating a nearby copy of a resource in a distributed system. All nodes
and resources are given unique identifiers of equal length. A request for a resource is forwarded by resolving the
resource’s identifier one digit at a time. If the request cannot be satisfied at the present node, it is forwarded to a node
with an identifier that matches more initial digits of the resource’s identifier. The size of each node’s routing table is
equal to the number of digits in an identifier times the base of the digits, regardless of the size of the network.

For each resource, one can imagine a spanning tree of the network rooted at the node with the identifier that matches
the resource’s identifier in the greatest number of initial digits. This node stores the location of the resource, and
other nodes in the tree may store the locations of nearby copies. A request for the resource will travel up the tree,
eventually reaching the root unless it first encounters a closer copy of the resource.

Tapestry [276] is a peer-to-peer overlay that uses the prefix routing algorithm of Plaxton et al., adding methods to deal
with node arrival, departure and failure, and with mobile resources. Pastry [80] is very similar to Tapestry, although
they differ in the way each node keeps track of nearby nodes in the identifier space.

Castro et al. [39] examine three techniques for adapting a structured overlay’s topology to the topology of the
underlying network, to minimise traffic overhead and latency. Improved procedures for neighbour selection and
topology maintenance in Pastry are presented.

Kademlia [176] uses a longest-prefix routing algorithm similar to Pastry’s, with the distance between two identifiers
defined as their bitwise exclusive or (XOR), interpreted as an integer. Kademlia tolerates churn by exploiting the
discovery of Saroiu et al. [226] that old nodes are likely to remain in a peer-to-peer network for longer than new
nodes. Nodes in each ‘routing bucket’ are therefore sorted by decreasing age, with new nodes added to the tail of the
list and unresponsive nodes flagged and eventually removed when the bucket fills up. This provides stability in the
face of high node turnover, without flushing the routing table if the node temporarily loses connectivity.

Routing data is learned from queries, so nodes that issue a large number of queries will tend to be widely known
and will therefore receive a large number of queries in return, as long as they remain responsive. This could allow
Kademlia to benefit from heterogeneity in node capabilities, whereas other distributed hash tables aim for uniform
load balancing.

Kademlia overlays are used in some file-sharing networks [83, 85, 156], including decentralised variants of BitTorrent
[18].

Chord [246] is a distributed hash table in which the key space can be imagined as a circle, and keys are hashed so
that records are evenly distributed around the circle. A node is assigned an identifier by hashing its IP address, and it
takes responsibility for the arc of the key space between its identifier and the identifier of the nearest anticlockwise
node. Each node must store all records that fall into its arc.

When a node joins the network it calculates its identifier, contacts the nearest clockwise and anticlockwise nodes, and
inserts itself between them. It inherits a number of stored items from its clockwise neighbour. Messages are routed
in a clockwise direction using greedy forwarding. Lookups will succeed as long as every node maintains connections
to its clockwise and anticlockwise neighbours, but for more efficient routing each node also maintains connections
to O(log N) neighbours chosen so that the clockwise distance to the first neighbour is half the circumference of the
circle, the distance to the second is a quarter of the circumference, and so on.

Chord provides a single operation, lookup(id), which returns the address of the first node clockwise from the
specified identifier. This operation is used to store and retrieve records, and to initialise and maintain each node’s
connections to its neighbours. Lookups can be implemented recursively (the current hop forwards the message to the
next hop) or iteratively (the current hop returns the address of the next hop).

In a stable network, Chord has logarithmic worst-case message complexity for storage and retrieval, and a logarithmic
load imbalance between nodes. These properties may not hold with a constantly changing population of nodes,
however.
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CAN (Content-Addressable Network) [209] is a structured overlay similar in functionality to Chord. CAN’s multi-
dimensional key space corresponds to the surface of a torus rather than the perimeter of a circle. Each node takes
responsibility for a region of the key space and maintains connections to the nodes responsible for adjacent regions,
as well as a few long-distance connections to allow efficient routing of messages. The latency of links is taken into
account when choosing a region, with the aim of decreasing the load on the underlying network by assigning adjacent
regions to nearby nodes.

The use of multiple simultaneous coordinate spaces (called ‘realities’) is discussed, as is the idea of putting each
region under the control of a cluster of peers rather than a single node. These techniques could make CAN more
robust at the cost of added complexity.

Symphony [173] is a distributed hash table similar to Chord, but with fewer long-distance links per node. This is
supposed to reduce the cost of nodes joining and leaving the network. The distribution of links is based on Kleinberg’s
small world model [146]: a node maintains links to its closest neighbours in the identifier space, and to a small number
of distant nodes with identifiers drawn from a harmonic distribution. Nodes must estimate the size of the network in
order to distribute their links correctly. Unlike Chord, messages can be routed in either direction around the circle.
Symphony also uses lookahead to reduce routing latency: nodes exchange neighbour lists and forward each message
to whichever neighbour has a neighbour closest to the target.

Simulations show that Symphony’s latency (measured by number of hops) is comparable to Tapestry and Pastry
with a similar number of TCP connections, and lower than CAN or Chord. However, Symphony does not take the
topology of the underlying network into account when selecting neighbours, so actual latency is likely to be higher
than with Pastry or Tapestry.

Castro et al. [38] consider attacks against distributed hash tables, such as a node adopting a particular identifier in or-
der to make itself responsible for a particular key, allowing the attacker to delete, modify or monitor the corresponding
record. They propose a solution based on certified identities and redundant routing.

Most distributed hash table designs assume that single nodes join a well-known network by contacting an existing
member. They do not address the problem of merging multi-node components after a partition. Single nodes could
migrate from one component to the other, but without agreement as to which component is the ‘official’ network, the
migration might never end. Reaching such an agreement may not be possible in a decentralised network [92].

SkipNet [116] is a structured overlay based on skip graphs [13] that can recover from partitions. Unlike distributed
hash tables, SkipNet allows any object to be placed on any node. Nodes are arranged in the overlay according to their
DNS names, and requests for an item located within the same organisation as the requester can be guaranteed not to
pass outside the organisation. Local queries can be routed while the organisation is disconnected from the rest of the
network, and the organisation’s SkipNet segment can be reconnected to the rest of the overlay when connectivity is
restored.

Law and Siu [159] take a different approach to the construction of scalable overlays. An H-graph is a regular random
graph in which every node belongs to d Hamilton cycles (a Hamilton cycle on a graph visits every node exactly once).
H-graphs have low expected diameter and are resilient to random node failures. A node joins the network by using
random walks to insert itself at a random position in each cycle, and can leave the network with O(d) messages.
Crashes are dealt with by periodically building new cycles from the remaining nodes. Layered H-graphs can be used
for prefix routing without the strict topology control of Pastry or Tapestry, although the expected number of hops is
larger.

Ledlie et al. [160] describe a peer-to-peer network that uses Bloom filters [27] to summarise the files held by each
node; files are identified by content hashes. Nodes organise themselves into ad hoc trees, with the root of each tree
maintaining a combined Bloom filter summarising the files held by the entire tree. The filters are used to direct
searches within and between trees. This is similar to Prinkey’s tree-based scheme for keyword searches [207].

Freedman and Vingralek [95] suggest that skewed query distributions [244] could make uniform, static partitioning
of the identifier space undesirable for peer-to-peer systems. Instead they propose a distributed trie that replicates
key/value mappings on nodes that request them and lazily updates routing information to maintain the trie, piggy-
backing routing information on responses to queries.

Private Peer-to-Peer Networks

The peer-to-peer systems described so far do not consider the real-world identities of the participants – anyone
can share files in Gnutella or handle queries in Chord. This is both a strength and a weakness: it enables wide
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participation, ensuring that a large amount of content is available in file-sharing networks for example, but it could
also allow attackers to enter, monitor, and disrupt peer-to-peer networks. Highly publicised lawsuits brought by
copyright holders against users of file-sharing networks have led to increasing interest in private, authenticated sharing
between groups of friends [25]. Groupware designed for business collaboration has been adapted to this purpose, and
new invitation-only file-sharing networks have been created.

While this development is interesting from a social point of view, it has so far received relatively little attention from
the research community. Consequently, most of the references in this section are to websites rather than peer-reviewed
papers.

Groove [253, 110] is a groupware application for creating ‘shared spaces’ that can span organisational boundaries.
Each member of the group maintains a copy of the shared space’s state, and encrypted deltas are transmitted to other
members when the state changes. It is not necessary to maintain connections between every pair of members, and
indeed firewalls may make this impossible; members who are unable to communicate directly can exchange messages
through dedicated relays. Changes to the shared space can be made while members are offline, and synchronised
when they reconnect.

Two kinds of shared space can be created. In a mutually trusting space, all changes to the state are authenticated using
a single key. This makes it possible for members to spoof updates from other members. In a mutually suspicious
space an authentication key is generated for each pair of members, preventing spoofing but increasing the size of
update messages.

Members can only join groups by invitation. The inviter is responsible for communicating the new member’s en-
cryption and authentication keys to the group – a man-in-the-middle attack is possible at this point, so spoofing is
possible even in mutually suspicious spaces. Any member can evict any other member from a group, which is done
by creating a new group key and transmitting it to all members except the evicted member.

Strufe and Reschke [247] describe an overlay network that stores group information as well as file information, so
users can create authenticated groups for file-sharing and instant messaging. Each group has a single owner who is
responsible for adding and removing members.

Grouper [112] is similar to Groove, but instead of shared spaces it offers encrypted chat, file-sharing and audio
streaming within groups. A connection to a central server allows peers to discover one another’s current IP addresses,
and the server can be used as a relay by firewalled peers. Shinkuro [236] also uses a central server for peer discovery
and relaying. Peers on the local network can be discovered using Zeroconf [273]. Aimster [6] used a central server
to enable file-sharing and instant messaging between friends.

WASTE [260, 84] is an encrypted peer-to-peer network created by Justin Frankel, the author of Gnutella. It takes
its name from the underground postal service in Thomas Pynchon’s novel The Crying of Lot 49. Like Gnutella it
supports broadcast messages and reverse-routed replies; these are used to implement keyword searches, file transfer
and chat. Peers relay one another’s messages if all-to-all connectivity is not possible. Links are encrypted and
optionally padded to a constant traffic level, but there is no end-to-end encryption or authentication, so peers can
eavesdrop on one another and spoof messages. There are no group keys, so a peer can only be evicted by removing
its key from every peer in the network.

Turtle [205] is a friend-to-friend network, meaning that users only connect to people they know in real life [29, 109].
Searches are broadcast through the overlay; search results and files are forwarded by reverse-routing. An economic
model to encourage sharing is briefly discussed.

The next version of Freenet will also be a friend-to-friend network, to prevent attackers from collecting lists of
Freenet nodes [52]. This will require a new routing algorithm, since the current algorithm depends on nodes learning
addresses from successful queries (see Section A.1.5).

The new algorithm will use a circular address space; nodes will swap locations to arrange themselves on the circle
in a way that allows greedy forwarding [224]. However, to the extent that this process succeeds in finding a one-
dimensional embedding of the social network, it will also undermine anonymity: two nodes that are close together
on the circle are likely to have owners who are close together in the social network, so an attacker who knows the
owner of one node may be able to guess the owners of nearby nodes.

A.5 Social Networks

Milgram [180] was one of the first researchers to study the structural characteristics of social networks, in which the
nodes represent people and the edges represent their social relationships. In one experiment, subjects were asked to
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forward a letter towards a target person who was unknown to them personally, using only the target’s location and
occupation. The letters that reached the target were forwarded an average of six times, giving rise to the popular
notion of ‘six degrees of separation’. However, the great majority of letters never reached the target. Kleinfeld [149]
criticises the methodology of Milgram’s studies, but more recent studies using email have produced similar results,
with an estimated median of five to seven degrees of separation between email users worldwide [76].

One of the difficulties with studying social networks is defining what constitutes a connection between two people.
Technologically mediated social networks do not suffer from the same ambiguity, and as a result large amounts
of data have be collected from sources such as scientific publication lists and social networking websites. These
networks appear to have short average path lengths and heavy-tailed degree distributions, with nearly all of the nodes
belonging to a single strongly connected component [188, 178].

The clustering coefficient of a graph describes the probability that two neighbours of the same node are neighbours
of one another. Many real-world networks have clustering coefficients that are much higher than would be expected
for a random graph of the same size. Iamnitchi et al. [129] show how a high clustering coefficient can result from
viewing a bipartite graph as a unipartite graph. For example, a bipartite graph of actors and films, in which edges
connect actors to the films in which they have appeared, can be reduced to a unipartite graph in which edges connect
actors who have appeared in the same film. If the average film contains several actors then the resulting graph will
have a high clustering coefficient.

A.5.1 Small World Networks

Watts and Strogatz [262] gave the first graph-theoretic treatment of the ‘small world phenomenon’, in which members
of a large social network turn out to be separated by a small number of links. The authors created small world
networks by adding a small number of random connections to a regular lattice. Like lattices, the resulting graphs
were highly clustered – many pairs of neighbours had neighbours in common – but like random graphs, there was a
small average distance between nodes.

Watts’ subsequent book Small Worlds [261] is a thorough examination of small world networks, from a description
of their characteristics to a model of their structure, and finally an account of their appearance in real-world systems
such as power grids and the neural networks of nematode worms.

Kleinberg [146, 147] examines the problem of finding short paths in small world graphs using only local information.
The graphs in question are augmented lattices similar to those described by Watts and Strogatz. Each node u has short-
range connections to every node within p lattice steps, and q long-range connections. Each long-range neighbour v is
selected with a probability proportional to r−α, where r is the lattice distance between u and v, and α is referred to as
the graph’s clustering exponent. Kleinberg shows that a decentralised greedy search algorithm can find a short path
between two nodes in polylogarithmic time only if the clustering exponent of the graph is equal to the dimensionality
of the underlying lattice. For any other value of α, no greedy search algorithm can succeed in polylogarithmic time.

Kleinberg then extends his results to small world graphs derived from a tree structure, and introduces a general
model of group structures that covers both lattice- and tree-based small world graphs [148]. The restriction on search
algorithms from the previous paper is shown to hold for the general model.

Searches in the general model do not make use of the lattice or tree edges – only the long-range edges are used. In
fact Kleinberg’s findings can be applied to any graph embedded in a metric space. To support a decentralised greedy
search algorithm, the length of the edges according to the chosen metric must follow a power law distribution with
exponent equal in magnitude to the number of dimensions in the metric space. Kleinberg’s model assumes that all
the nodes have equal degree, but Franceschetti and Meester [94] show geometrically that a similar result holds for
arbitrary degree distributions.

A.5.2 Scale-Free Networks

A scale-free network [22] has a degree distribution that follows a power law rather than the Poisson degree distribution
of random graphs. Like small world networks, scale-free networks tend to have small diameters relative to the
number of nodes. However, scale-free networks do not necessarily have the same clustering properties as small
world networks.

One simple way to generate a scale-free topology is to simulate the growth of a graph, attaching each new node
to a number of existing nodes. If the probability of attaching to a node is proportional to its degree, the resulting
network will have a power law degree distribution. Similar multiplicative growth models have been used in many
other contexts to explain power law distributions [42, 98, 181, 238]. In fact there is a fundamental connection between
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multiplicative growth processes and heavy-tailed distributions, which is related to the connection between additive
growth processes and the normal distribution that is described by the central limit theorem [98, 242].

Sarshar and Roychowdhury [228] show that graphs generated by growth with preferential attachment do not retain
their scale-free structure if nodes are randomly deleted as the graph evolves. They present a simple rewiring rule to
maintain the scale-free structure: every time a node loses a link, it creates a new link using preferential attachment.
However, the rule depends on each node losing links at a rate proportional to its degree, which means that nodes must
be deleted uniformly at random. It is not clear whether the rule would have the same effect in a network where the
distribution of node lifetimes is also heavy-tailed [226, 35].

Albert et al. [7] show that scale-free networks are resilient to random node failures: if the magnitude of the power
law exponent is less than 3, almost all of the nodes can be removed without disconnecting the network. However,
scale-free networks are relatively vulnerable to targeted attacks. If an attacker can identify the small number of high-
degree ‘hubs’ that join the network together, the network can be disconnected by removing relatively few nodes.
(This is less surprising when one considers the number of links removed by such an attack.)

Motter et al. [185] consider attacks on individual links in scale-free networks. Long-range links are responsible for
the small world effect in the model of Watts and Strogatz, but the same is not true for scale-free networks: removing
short-range links has a greater effect on the average distance between nodes than removing long-range links.

This result can be explained by considering the number of shortest paths that include each link. In a scale-free
network, pairs of high-degree nodes tend to be separated by fewer links than average. Intuitively, this is because
a high-degree node has more ‘chances’ than a low-degree node of having a short path to a given destination. The
global result is a small, well-connected core consisting of high-degree nodes and short-range links, and a large, poorly
connected periphery consisting of low-degree nodes and long-range links. Links in the core tend to be involved in a
large number of shortest paths, so removing them affects a large number of paths and thus has a large effect on the
average path length, even though the effect on each path is not great because of the short range of the links.

B Details of the Proposed Design

B.1 A Utility-Based Model of Reciprocation

Reciprocation between selfish nodes can be modelled using the economic concept of utility-maximising behaviour.
In this model, nodes request services from their neighbours and can measure the level of service received. Each node
attempts to maximise the benefit it receives from its neighbours while minimising the cost it incurs by providing
services.

Every action a node can perform has an estimated cost and one or more possible outcomes. Each outcome has an
estimated benefit and an estimated probability of occurring [135]. The sum of the probabilities must be 1, ie each
action has exactly one outcome. Costs and benefits may be positive or negative, and they are subjective – it is never
necessary to compare the estimates of one node to those of another node. Furthermore, we do not assume that costs
are necessarily measured in the same units as benefits.

The expected benefit of an action is defined as the mean benefit of all possible outcomes, weighted by probability.
An action’s expected utility is defined as the expected benefit per unit of cost. When faced with a choice of actions,
a selfish node is defined as one that always chooses the action with the highest expected utility, according to its own
estimates.

If a node expects that providing a service to a neighbour will result in a higher level of service being provided in
return, it can weigh the expected benefit of the reciprocation against the cost of providing the service.

To estimate the benefit of obtaining reciprocation from a neighbour, a node makes the assumption that all the benefit
received from the neighbour so far is a result of reciprocation – in other words it assumes that the neighbour is selfish.
This means that the benefit received from the neighbour can be attributed to the services provided to it. The total
benefit received divided by the number of services provided tells the node the average benefit obtained by providing
each service, which is the expected benefit of providing another service.

When evaluating a request in this way, a node does not know the benefit of the requested service from the neighbour’s
point of view – costs and benefits are subjective – but it can estimate the cost to itself of providing the service, and
the benefit to itself of the resulting reciprocation. If it is possible to measure costs and benefits in the same units then
the cost of obtaining reciprocation can be subtracted from the expected benefit, and a node may decide not to provide
a service if the expected benefit is less than the cost. However, unlike standard models of expected utility [229, 135],
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the present model does not require that costs and benefits can be compared in this way. Instead, by evaluating the
expected utility of serving each request, a node can prioritise requests to maximise its own benefit by obtaining the
most reciprocation per unit of cost.

Reciprocation on the basis of expected utility is rational behaviour for selfish nodes, and encourages them to con-
tribute resources to the network. It may also help to prevent denial of service attacks, since an attacker will not be
able to consume the network’s resources without contributing resources in return.

B.2 Cooperation over Longer Distances

In some situations the requester and provider of a service might not be neighbours. To encourage cooperation in
these situations, we can construct a chain of single-hop interactions, with reciprocation occurring at each link in the
chain. Each node provides a service to its upstream neighbour without knowing whether that neighbour is the origi-
nal requester, requests a service from its downstream neighbour without knowing whether that neighbour is the final
provider, and reciprocates with its upstream and downstream neighbours. The final provider creates an unforgeable
acknowledgement that can be verified by intermediate nodes as well as the requester. Each node returns the acknowl-
edgement to its upstream neighbour, showing that the requested service has been performed. Reciprocation occurs
only between immediate neighbours, but it provides an incentive to participate in multi-hop as well as single-hop
interactions.

In order for unforgeable acknowledgements to operate without certified identities, requests and responses must be
constructed in such a way that relays can verify that the response satisfies the request without having a security
association with either the requester or the responder. For example, a request for a data block might contain the cryp-
tographic hash of the block, allowing each relay to verify that the correct block has been returned before forwarding
it.

Estimating the utility of an action is more complicated in the multi-hop case than in the single-hop case, because of
three factors: reliability, indirect benefits, and indirect costs.

A selfish node attempts to maximise its own benefit without directly considering the benefit of others. Nevertheless,
reciprocation gives selfish nodes an incentive to provide services, or to forward requests for services they cannot
provide. The indirect benefit of returning an acknowledgement for a forwarded request is the same as the expected
benefit of providing the service directly, and is measured in terms of the (direct or indirect) benefit the node can
expect to receive in return.

When a request is forwarded to a downstream neighbour there is a chance that no suitable acknowledgement will
be returned, in which case the cost of forwarding the request will have been paid without receiving any benefit.
Nodes must therefore take the reliability of the downstream path into account when calculating the expected benefit
of forwarding a request (recall that expected benefit is defined as the mean benefit of all possible outcomes, weighted
by probability).

Forwarded requests have indirect costs as well as indirect benefits, because every service requested from a neighbour
must be paid for with reciprocation. The indirect cost of requesting a service from a neighbour is equal to the total
cost of the services provided to it, divided by the number of services requested from it.

As in the single-hop case, the expected utility of forwarding a request is the expected (direct and indirect) benefit per
unit of (direct and indirect) cost.

B.3 Unforgeable Acknowledgements

This section describes an unforgeable acknowledgement scheme for multi-hop packet forwarding. The sender and
recipient of the packet must share a secret authentication key, but relays do not need to hold any keys.

The sender creates a unique secret for each packet, calculates the image of the secret under a one-way function, and
attaches the image to the packet. Relays store the image of the secret when they forward the packet. If the packet
reaches its destination unmodified, the recipient generates the same unique secret and sends it as an acknowledge-
ment. Relays can verify the acknowledgement by calculating its image under the one-way function and comparing
the result to the stored image. The acknowledgement is forwarded back towards the sender, allowing each node
to confirm that its neighbour delivered the packet as requested. However, an unforgeable acknowledgement does
not prove who sent the packet, or who acknowledged it, to anyone except the endpoints. This makes it possible to
measure reliability without giving up unlinkability.
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Implementation using Message Authentication Codes

The function used by the sender and recipient to generate acknowledgements must have the following properties:

• No two packets should have the same acknowledgement

• The recipient must be able to detect modifications to the packet

• Acknowledgements must not leak information about the authentication key

Message authentication codes (eg HMAC [152]) have all the required properties. In this implementation, the one-way
function is a cryptographic hash function (eg SHA1 [82]), the unique secret is the MAC of the packet, the hash of
the MAC is attached to the packet by the sender, and the recipient sends the MAC as an acknowledgement. Note
that relays do not verify the acknowledgement as a MAC – they simply hash it and compare the result to the stored
hash. However, from the point of view of the final recipient, the hash of the MAC can also be used to authenticate
the packet.

This implementation of unforgeable acknowledgements is described in more detail in the accompanying research
note [219].

Implementation using a Block Cipher

It is also possible to implement unforgeable acknowledgements using a block cipher. The sender and recipient use
their secret authentication key to generate a unique, single-use acknowledgement key for each packet. The sender
hashes the packet, encrypts the hash with the acknowledgement key, and attaches the encrypted hash to the packet.
Relays store the encrypted hash and the unencrypted hash of the packet. If the block cipher can resist a known
plaintext attack, which is a standard requirement for block ciphers, then relays cannot learn anything about the key
from the plaintext and the ciphertext.

The acknowledgement contains the hash of the packet and the unique acknowledgement key. Relays use the hash of
the packet to look up the stored ciphertext, and verify the acknowledgement by encrypting the hash with the unique
key and comparing the result to the stored ciphertext. (Note that the acknowledgment key is not the same key used
for end-to-end encryption or authentication of the packet!)

Timeouts

Relays cannot store hashes indefinitely while waiting for acknowledgements. At some point, old hashes must be
discarded to make room for new ones. Variable timeouts based on the distance from the sender would require a hop
counter, undermining the sender’s anonymity. On the other hand, fixed timeouts will occur at upstream nodes before
downstream nodes, which is unfortunate because an acknowledgement that is returned to an upstream neighbour
after the neighbour has discarded the corresponding hash will not earn any reciprocation. However, fixed timeouts
also allow the downstream node to work out whether the upstream node will have discarded the hash yet, so the
downstream node can avoid a wasted transmission.

Anonymous senders must not give credit for late acknowledgements, otherwise the resulting level of reciprocation
could be used to test whether the previous node is the sender, since a relay would already have discarded the hash.

B.4 Evidence-Based Routing

Rather than attempting to find routes across a topology that may or may not exist, we propose an evidence-based
approach to routing, using proof of reliability to guide forwarding decisions. From a pragmatic point of view, all that
matters when deciding whether or not to forward a packet is whether the next hop is likely to deliver the packet. It
is not necessary to speculate about the reasons for packet loss, and indeed attempting to do so may allow dishonest
users to manipulate the system.

In evidence-based routing, routes are discovered on demand, and forwarding decisions are based on constant feed-
back. The following sections describe two schemes for evidence-based routing. Both schemes make use of recipro-
cation and unforgeable acknowledgements, as described in the preceding sections.
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B.4.1 Anonymous Datagrams

The first scheme uses flooding to deliver encrypted packets that do not carry source or destination addresses, or
anything else to associate them with one another. Each packet is marked with a unique, random-looking label that
will be recognised by the recipient. For example, labels could be generated by encrypting a non-wrapping counter
with a key shared by the sender and recipient. To avoid decrypting every label, the recipient can calculate the labels
it expects to receive in advance and store them in a lookup table.

At first glance, anonymous flooding seems to give every node fair access to the network: reciprocation prevents
nodes from transmitting their own packets without forwarding packets for others, while anonymity prevents nodes
from selecting whose packets they forward. Unfortunately, reciprocation could have a side-effect that undermines
equal access: it is in each node’s interest to work out which packets are likely to be acknowledged and to give them
priority, in order to obtain the most reciprocation from its neighbours.

Because packets are anonymised, the only pieces of information on which to base this decision are the packet’s
incoming and outgoing links. By measuring reliability separately for each outgoing link with respect to each incoming
link, a selfish node may be able to find reliable pairs and increase its benefit by giving their packets priority. For
example, imagine a node A with four neighbours: B, C, D and E. Neighbours B and C are communicating via A, as
are D and E. By measuring the reliability of each pair of links, A can determine that packets from B are more likely
to be acknowledged by C than packets from D or E, so it will give B’s packets priority on the outgoing link to C.

In one sense this is a useful optimisation: nodes can devote more of their bandwidth to packets that are likely to reach
their destinations, which should improve scalability when compared to simple flooding. But this local optimisation
could be harmful if it leads to disproportionate resources being allocated to short-range flows.

B.4.2 Anonymous Flows

The second scheme is similar to the first, except that packets are labelled with flow identifiers. Flow identifiers
are unique within the scope of a link, so the combination of incoming link and incoming flow identifier uniquely
identifies any flow. Each flow’s reliability is measured separately for each outgoing link.

Unlike an address, a flow identifier changes at every hop. Flow identifiers do not identify the source or destination
of packets, but they enable more intelligent local forwarding by grouping packets that are likely to have similar
reliability. This grouping is established by the source when it gives the packets the same flow identifier.

The first packet in a flow to traverse an outgoing link is assigned a new flow identifier, which must be unique within
the scope of the outgoing link, independent from the flow identifier on the incoming link, and independent from the
flow identifiers on any other outgoing links. Subsequent packets from the same flow will be given the same flow
identifier, maintaining the grouping established by the source.

Route Discovery

Every packet is potentially flooded, but because of flow-specific reliability measurement a packet is more likely to
be transmitted on some links than others (the reciprocation mechanism ensures that packets with higher estimated
reliability are given priority). For a new flow, the reliability of each outgoing link is estimated by that link’s overall
reliability for new flows with the same incoming link. Once a few packets in the flow have been acknowledged, the
estimated reliability of some outgoing links will increase, while others will decay. Anonymous datagrams can be
viewed as a special case of anonymous flows, with one packet per flow.

Whereas DSR [138] and similar protocols have explicit route discovery and route maintenance phases, the anonymous
flow scheme performs these functions as a side-effect of normal forwarding. Any packet may take any path to the
destination, and if an acknowledgement is received then that path is more likely to be selected in the future. This
means that an unreliable node (malicious or otherwise) will tend to be routed around when its reliability drops
below the reliability of the best alternative route. Rather than defining a reliability threshold below which a route is
considered ‘faulty’, every route is simply used to the extent that it is useful. If a more reliable route exists then the
unreliable route will tend to be avoided; if there is no better alternative then the unreliable route will continue to be
used.

Robustness

There is no way to verify that packets with the same flow identifier originated from the same source. An attacker
along the path can add invalid packets to a flow in order to damage the flow’s reliability. However, if the attack
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succeeds in causing downstream nodes to drop legitimate packets then the attacker will start to appear unreliable
from the point of view of upstream nodes, which will route around it if possible. If the rerouted flow arrives at a
downstream node that was previously fooled by the attacker into dropping packets, the rerouted flow’s reliability will
be measured independently because it is arriving on a different link, and so the new route will not suffer from the old
route’s damaged reliability. This means it is only necessary to route around the attacker, not around all nodes fooled
by the attacker.

If the attacker controls two nodes, one of them on the path and one of them off the path, the on-path node can create
packets that can only be acknowledged by the off-path node and add them to a legitimate flow, in an attempt to divert
the flow off the path and cause packet loss. For example, if the attacker adds two packets for every legitimate packet,
the bogus route will appear 2/3 reliable while the legitimate route will only appear 1/3 reliable. However, as before,
if the attack succeeds in causing legitimate packets to be dropped then the attacker will start to appear unreliable to
upstream nodes and will be routed around if possible. In both cases, the attacker could achieve the same effect more
easily by simply dropping some of the legitimate packets.

An attacker who does not control any nodes on the path cannot affect a flow’s reliability by sending invalid packets,
because the attacker’s packets, arriving on a different link, will be considered to belong to a different flow. However,
an attacker adjacent to the path may be able to disrupt a flow by disrupting the nodes along the path, eg by dropping
its connection to a node on the path, thus causing bandwidth to be reallocated, or by storing acknowledgements and
releasing them in a rush, causing a spike in the attacker’s apparent reliability. Thus the anonymous flow scheme falls
short of Byzantine robustness [200].

B.4.3 Estimating Reliability

Timeouts allow reliability to be estimated using an exponentially weighted moving average (EWMA): whenever a
packet times out the reliability estimate is multiplied by α, and whenever a packet is acknowledged the estimate is
multiplied by α and increased by (1 − α), for some decay constant 0 < α < 1 that determines how much emphasis
is given to recent measurements. More sophisticated reliability estimators such as aged EWMAs and Kalman filters
[37, 263] are left for future work.

The anonymous datagram scheme requires one estimator per pair of neighbours, plus one estimator per neighbour
for the node’s own packets. The anonymous flow scheme requires an additional estimator for each flow. However,
the amount of space needed to store the state of each EWMA or Kalman filter is very modest.

To combat the flow truncation attack described in Section 5.9, it may be necessary to take the length of flows into
account when estimating reliability. This can be done in a reasonably compact way by dividing flow lengths into
bins of exponentially increasing size, and keeping a separate moving average for each bin. However, this raises the
question of how to combine an estimate that is based on flow length with an estimate based on the history of one
particular flow. One possibility would be to take a weighted average of the two estimates, with the weights being
determined by the relative accuracy of the estimators for previous packets.

C Anonymity: Attacks and Defences

This section describes several attacks against anonymity and unlinkability in the proposed design. The attacks will
require realistic simulations to determine their feasibility and effectiveness. A detailed specification of how these
attacks should be tested can only be drawn up when the experiments described in Section 5 are complete and more is
known about the dynamics of evidence-based routing.

C.1 Surrounded Node Attack

Threat model: Internal, passive attacker; local eavesdropper.

This attack is possible when an attacker determines that all the currently active neighbours of a node are controlled by
the attacker. The surrounded node must therefore be the source of any packets and acknowledgements it sends apart
from those it forwards for the attacker. If this occurs simultaneously for the source and destination of any packet or
acknowledgement, the attacker can link the communicating parties.

Defence: Nodes should not send or acknowledge packets if only one neighbour is active, and users should ensure that
all their neighbouring nodes are owned by different individuals. Nevertheless, colluding neighbours can surround a
node.
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C.2 Acknowledgement Timing Attack

Threat model: Internal, active attacker.

By measuring the delay between sending a packet and receiving an acknowledgement, an attacker may be able to
guess whether its neighbour is the destination of the packet, especially if the attacker can estimate the latency of the
neighbour’s other links.

Defence: Nodes can make this attack more difficult by delaying their acknowledgements by an amount that corre-
sponds to the round-trip time on a simulated link (eg an exponentially distributed delay in each direction to simulate
queueing time plus a constant delay to simulate transmission time). However, the round-trip time measured by the
attacker will always increase with the number of hops to the destination, so simulated delays will not fool an attacker
who has a good estimate of typical link latencies. Random delays will be even less effective.

Perhaps the most that can be said against this attack is that it mainly threatens the attacker’s neighbours, who have
chosen to trust the attacker.

C.3 Traffic Confirmation Attack

Threat model: Internal, active attacker.

A relay can test whether a particular user is on the path of a particular flow by sending packets to the user as part of
the existing flow instead of creating a new flow. If the user acknowledges the packets, he or she is probably on the
path of the existing flow. Similarly, a relay can test whether two flows have the same destination by modifying the
flow identifiers of packets to move them from one flow to the other.

Defence: Recipients must not acknowledge packets that do not belong to the flow in which they arrived, even if the
packets are valid and come from a trusted sender.

C.4 Intersection Attack Against Flow Identifiers

Threat model: Internal, passive attacker; global eavesdropper.

An attacker can note the lifetimes of the flow identifiers passing through its node, and intersect them with the lifetimes
of nodes and links obtained by global eavesdropping. Since flow identifiers change whenever the route changes, the
source must be connected to the attacker by a path consisting of nodes and links that have been active for the entire
lifetime of the flow identifier. This will allow the attacker to rule out some sources, and in some cases to identify the
source with certainty.

Defence: Sources should regularly change the identifiers of long-lived flows, even though this will mean incurring
the cost of rediscovering the route. If this attack turns out to be a major threat to unlinkability, it may be necessary to
abandon the use of flow identifiers.

C.5 Intersection Attack Against Stable Flows

Threat model: Internal, passive attacker; global eavesdropper.

Even without flow identifiers, an attacker may be able to infer the existence of a stable route if it receives a steady
stream of acknowledgements for packets with the same previous and next hops. As before, the attacker can intersect
the (approximate) lifetime of the flow with the lifetimes of nodes and links obtained by global eavesdropping, this
time to identify the destination as well as the source.

Defence: The source could regularly change the first hop of the route in order to force a new route to be learned, but
local adaptation might cause the routes to merge downstream before reaching the attacker. The best defence against
this attack seems to be to communicate for short periods.

C.6 Intersection Attack Against Pseudonyms

Threat model: Internal, active attacker; global eavesdropper.

This is the same attack that is used against mix networks. If a user communicates pseudonymously with a global
eavesdropper over a period of time, the attacker can intersect the sets of nodes that are active each time the pseudonym
is active, eventually identifying the user’s node.
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Defence: This attack is easier to resist in peer-to-peer networks than in client-server networks, because clients are
only active when they are communicating, whereas peers can act as relays even when they have no traffic of their
own to send. Users should keep their nodes running when they are not communicating, which will protect their own
anonymity and the anonymity of other users by increasing the degree of overlap between the sets of nodes that are
active at different times. This will also help to prevent intersection attacks against long-lived flows.
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